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Abstract The positive solutions are studied for the nonlinear third-order three-point boundary

value problem

u′′′(t) = f(t, u(t)), a.e. t ∈ [0, 1], u(0) = u′(η) = u′′(1) = 0,

where the nonlinear term f(t, u) is a Carathéodory function and there exists a nonnegative

function h ∈ L1[0, 1] such that f(t, u) ≥ −h(t). The existence of n positive solutions is proved

by considering the integrations of “height functions” and applying the Krasnosel’skii fixed point

theorem on cone.
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1. Introduction

Let 1
2 < η < 1. The purpose of this paper is to consider the positive solutions of following

nonlinear third-order three-point boundary value problem

(P) u′′′(t) = f(t, u(t)), a.e. t ∈ [0, 1], u(0) = u′(η) = u′′(1) = 0.

Here the function u∗ is called positive solution of (P ), if u∗ is a solution of (P ) and u∗(t) > 0,

0 < t ≤ 1.

Throughout this paper, we assume that f : [0, 1]×(−∞,+∞) → (−∞,+∞) is a Carathéodory

function and there exists a nonnegative function h ∈ L1[0, 1] such that f(t, u) ≥ −h(t), (t, u) ∈

[0, 1]× (−∞,+∞). Here, the function f(t, u) is called Carathéodory function, if

(C1) For a.e. t ∈ [0, 1], f(t, ·) : (−∞,+∞) → (−∞,+∞) is continuous.

(C2) For any u ∈ (−∞,+∞), f(·, u) : [0, 1] → (−∞,+∞) is measurable.

(C3) For each r > 0, there is a nonnegative function jr ∈ L1[0, 1] such that |f(t, u)| ≤

jr(t), (t, u) ∈ [0, 1]× (−∞, r].
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It is well known that the problem (P) is called positive if h(t) ≡ 0, and semipositone if

h(t) ≡ M ≥ 0. In this paper, we require only that h(t) is a nonnegative integrable function.

Therefore we allow that the nonlinear term f(t, u) does not have the lower bound on its domain.

In this sense the problem (P) is called weak semipositone.

The positive solutions of positive and semipositone problem (P) have been studied by many

authors [1–6]. Some weak semipositone problems with other boundary conditions have been

followed with interest [7–9]. In this paper we will use new technique to investigate the weak

semipositone problem (P). We will introduce the “height functions” to describe the feature of the

nonlinear term on bounded sets and apply the integrations of “height functions” to dominate the

growth of nonlinear term. After that, we will establish the local existence of n positive solutions

for the problem (P) by the Krasnosel’skii fixed point theorem of cone expansion-compression

type, where n is an arbitrary positive integer. The idea of this paper comes from papers [10–13].

2. Symbols

Let C[0, 1] be the Banach space with the norm ‖u‖ = max0≤t≤1 |u(t)| and 0 < α < η ≤ β ≤ 1.

Let G(t, s) be the Green function of the homogeneous linear problem u′′′(t) = 0, u(0) =

u′(η) = u′′(1) = 0. From [1], G(t, s) has exact expression
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
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Obviously, G(t, s) > 0, 0 < t, s < 1. Further, we have
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So G(0, s) = ∂
∂t
G(η, s) = ∂2

∂t2
G(1, s) = 0, 0 ≤ s ≤ 1.

Let q(t) = min{ηt, 2ηt− t2}, H(s) = max0≤t≤1G(t, s). By Lemma 2.1 in [5], H(s) = 1
2s

2 if

0 ≤ s ≤ η, and H(s) = 1
2η

2 if η ≤ s ≤ 1.

Let τ = min{αη, 2βη − β2}. It is easy to see τ = minα≤t≤β q(t).

Let K = {u ∈ C[0, 1] : u(t) ≥ ‖u‖q(t), 0 ≤ t ≤ 1}. Obviously, K is a cone of nonnegative

functions in C[0, 1].

Let u0(t) =
∫ 1

0 G(t, s)h(s)ds. Then u0 ∈ C[0, 1] is a nonnegative function.

Define the operator T as follows

(Tu)(t) =

∫ 1

0

G(t, s)[f(s, u(s) − u0(s)) + h(s)]ds, 0 ≤ t ≤ 1, u ∈ K.

We introduce the following “height functions” to describe the growths of nonlinear term on
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bounded set [0, 1]× [0, r]:

ϕ(t, r) = max{f(t, u− u0(t)) : 0 ≤ u ≤ r} + h(t),

ψ(t, r) = min{f(t, u− u0(t)) : τr ≤ u ≤ r} + h(t).

Since f(t, u) is a Carathéodory function, we see that, for any r > 0, the function ϕ(t, r) and

ψ(t, r) are well defined almost everywhere in [0, 1]. Since ψ(t, r) ≤ ϕ(t, r) ≤ jr+‖u0‖(t)+h(t), we

assert that ϕ(t, r) and ψ(t, r) are integrable function on [0, 1]. If f(t, u) and h(t) are given, then

ϕ(t, r) and ψ(t, r) are computable.

We will use the control constants A = 2
η2 , B = 2

α2 min{αη,2βη−β2} .

3. Lemmas

Lemma 3.1 We have q(t)H(s) ≤ G(t, s) ≤ H(s), 0 ≤ t, s ≤ 1.

Proof See Lemma 2.2 in [5]. 2

Lemma 3.2 We have max0≤t,s≤1G(t, s) ≤ A−1, minσ≤t,s≤1−σ G(t, s) ≥ B−1.

Proof By Lemma 3.1, we have

min
α≤t,s≤β

G(t, s) ≥ min
α≤t≤β

q(t) min
α≤s≤β

H(s) =
1

2
α2 min{αη, 2βη − β2} = B−1,

max
0≤t,s≤1

G(t, s) ≤ max
0≤s≤1

H(s) =
1

2
η2 = A−1. 2

Lemma 3.3 There exists M > 0 such that max0≤t,s≤1 |
∂i

∂tiG(t, s)| ≤M, 0 ≤ i ≤ 3.

Proof By the expressions of G(t, s) and its partial derivatives, G(t, s) and ∂
∂t
G(t, s) are contin-

uous functions on [0, 1]× [0, 1], and ∂2

∂t2
G(t, s) is a bounded function on [0, 1]× [0, 1]. From this,

the proof is completed. 2

Lemma 3.4 T : K → K is completely continuous.

Proof We have the decomposition of operator T = S ◦ J , where, for 0 ≤ t ≤ 1,

(Ju)(t) = f(t, u(t) − u0(t)) + h(t), (Su)(t) =

∫ 1

0

G(t, s)u(s)ds.

Since f(t, u) is a Carathéodory function, we can prove that J : K → L[0, 1] is continuous by

[14, Lemmas 1.2, 1.3 and Theorem 1.1]. Applying the Arzela-Ascoli theorem, we can prove that

S : L[0, 1] → C[0, 1] is a linear and completely continuous operator. Hence T : K → C[0, 1] is

completely continuous. Moreover, by Lemma 3.1 we have, for any 0 ≤ t ≤ 1,

(Tu)(t) =

∫ 1

0

G(t, s)[f(s, u(s) − u0(s)) + h(s)]ds

≥ q(t)

∫ 1

0

H(s)[f(s, u(s) − u0(s)) + h(s)]ds

≥ q(t) max
0≤t≤1

∫ 1

0

G(t, s)[f(s, u(s) − u0(s)) + h(s)]ds = ‖Tu‖q(t).
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Therefore T : K → K. 2

Lemma 3.5 is the Krasnosel’skii fixed point theorem of cone expansion-compression type.

Lemma 3.5 Let X be a Banach space and K be a cone in X. Assume that Ω1,Ω2 are bounded

open subsets of K with 0 ∈ Ω1 ⊂ Ω1 ⊂ Ω2 and F : K → K is a completely continuous operator

such that one of the following conditions is satisfied:

(1) ‖F (x)‖ ≤ ‖x‖ , x ∈ ∂Ω1,and ‖F (x)‖ ≥ ‖x‖ , x ∈ ∂Ω2;

(2) ‖F (x)‖ ≥ ‖x‖ , x ∈ ∂Ω1, and ‖F (x)‖ ≤ ‖x‖ , x ∈ ∂Ω2.

Then F has a fixed point in Ω2\Ω1.

Lemma 3.6 If ũ ∈ K is a fixed point of the operator T , then u∗ = ũ − u0 is a solution of the

problem (P).

Proof Since ũ is a fixed point of T , we have

ũ(t) = (T ũ)(t) =

∫ 1

0

G(t, s)[f(s, ũ(s) − u0(s)) + h(s)]ds, 0 ≤ t ≤ 1.

Since ũ = u∗ + u0 and u0(t) =
∫ 1

0
G(t, s)h(s)ds, we have

u∗(t) =

∫ 1

0

G(t, s)f(s, u∗(s))ds, 0 ≤ t ≤ 1.

Applying Lemma 3.3 and using the mean value theorem if i = 0, 1, and the generalized mean

value theorem [15, Theorem 2.3.7] if i = 2, we get that, for 0 ≤ i ≤ 3,

∣

∣

∣

∂i

∂ti
G(t+ △t, s) −

∂i

∂ti
G(t, s)

∣

∣

∣
≤M |△t|, 0 ≤ t+ △t, t, s ≤ 1.

Since the condition (C3) guarantees that f(s, u∗(s)) is integrable, we get that

(u∗)(i)(t) =

∫ 1

0

∂i

∂ti
G(t, s)f(s, u∗(s))ds, 0 ≤ t ≤ 1, 0 ≤ i ≤ 2,

by the rule of computing partial derivative [16, p129, Theorem 6]. By making use of the expression

of ∂2

∂t2
G(t, s), we have

(u∗)′′(t) =

{

−
∫ t

η
f(s, u∗(s))ds, 0 ≤ t ≤ η,

−
∫ 1

t
f(s, u∗(s))ds, η ≤ t ≤ 1.

Applying the properties of infinite integration [16, p162, Theorem 3], we obtain

(u∗)′′′(t) = f(t, u∗(t)), a.e. t ∈ [0, 1].

In addition, we see u∗(0) = (u∗)′(η) = (u∗)′′(1) = 0 from the expressions of ∂i

∂tiG(t, s).

Therefore, u∗ is a solution of the problem (P). 2

4. Results

Let h̄ = 1
2

∫ 1

0 h(t)dt. We obtain the following local existence results.

Theorem 4.1 Assume that there exist two positive numbers a < b such that one of the following
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conditions is satisfied:

(a1)
∫ 1

0 ϕ(t, a)dt ≤ aA,
∫ β

α
ψ(t, b)dt ≥ bB;

(a2)
∫ β

α
ψ(t, a)dt ≥ aB,

∫ 1

0
ϕ(t, b)dt ≤ bA.

Then problem (P) has at least one solution u∗ ∈ C[0, 1] such that u∗ + u0 ∈ K and a ≤

‖u∗ + u0‖ ≤ b. In addition, u∗ is a positive solution if a > h̄.

Proof We prove only the case (a1). Let Ωa = {u ∈ K : ‖u‖ < a}, Ωb = {u ∈ K : ‖u‖ < b}.

If u ∈ ∂Ωa, then ‖u‖ = a. Thus 0 ≤ u(t) ≤ a, 0 ≤ t ≤ 1. By the definition of ϕ(t, a), we see

f(t, u(t) − u0(t)) + h(t) ≤ ϕ(t, a), 0 ≤ t ≤ 1.

Applying the assumption (a1) and Lemma 3.2, we get

‖Tu‖ = max
0≤t≤1

∫ 1

0

G(t, s)[f(s, u(s) − u0(s)) + h(s)]ds

≤ max
0≤t,s≤1

G(t, s)

∫ 1

0

[f(s, u(s) − u0(s)) + h(s)]ds

≤ A−1

∫ 1

0

ϕ(s, a)ds ≤ A−1aA = a = ‖u‖ .

If u ∈ ∂Ωb, then ‖u‖ = b. Thus

τb = b min
α≤t≤β

q(t) ≤ ‖u‖ q(t) ≤ u(t) ≤ b, α ≤ t ≤ β.

By the definition of ψ(t, b), we have

f(t, u(t) − u0(t)) + h(t) ≥ ψ(t, b), α ≤ t ≤ β.

From this we get

‖Tu‖ ≥ max
α≤t≤β

∫ β

α

G(t, s)[f(s, u(s) − u0(s)) + h(s)]ds

≥ min
α≤t,s≤β

G(t, s)

∫ β

α

[f(s, u(s) − u0(s)) + h(s)]ds

≥ B−1

∫ β

α

ψ(s, b)ds ≥ B−1bB = b = ‖u‖ .

By Lemmas 3.4 and 3.5, the operator T has a fixed point ũ ∈ K and a ≤ ‖ũ‖ ≤ b. Let

u∗ = ũ − u0. Then u∗ is a solution of (P) by Lemma 3.6. Moreover, u∗ + u0 ∈ K and

a ≤ ‖u∗ + u0‖ ≤ b.

By the definition of G(t, s), if 0 ≤ t ≤ η,
∫ η

0

G(t, s)h(s)ds =

∫ t

0

1

2
s2h(s)ds+

∫ η

t

(ts−
1

2
t2)h(s)ds

≤
1

2
t2

∫ t

0

h(s)ds+
1

2
t2

∫ η

t

h(s)ds ≤
1

2
ηt

∫ η

0

h(s)ds;

if η ≤ t ≤ 1,
∫ 1

η

G(t, s)h(s)ds =

∫ t

η

(
1

2
s2 − ts+ ηt)h(s)ds+

∫ 1

t

(ηt−
1

2
t2)h(s)ds
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≤ (ηt−
1

2
t2)

∫ t

η

h(s)ds+ (ηt−
1

2
t2)

∫ 1

t

h(s)ds

=
1

2
(2ηt− t2)

∫ 1

η

h(s)ds.

It follows

u0(t) =

∫ 1

0

G(t, s)h(s)ds ≤
1

2
q(t)

∫ 1

0

h(s)ds = h̄q(t), 0 ≤ t ≤ 1.

If a > h̄, then

u∗(t) = ũ(t) − u0(t) ≥ ‖ũ‖q(t) − h̄q(t) ≥ (a− h̄)q(t) > 0, 0 < t < 1.

It shows that u∗ is a positive solution of (P). 2

Modeling the proof of Theorem 3.1, we obtain the following results concerned with multiple

positive solutions where [c] is the integer part of c.

Theorem 4.2 Assume that there exist n+ 1 positive numbers a1 < a2 < · · · < an+1 such that

one of the following conditions is satisfied:

(b1)
∫ 1

0 ϕ(t, a2k−1)dt < a2k−1A, k = 1, 2, . . . , [n+2
2 ], and

∫ β

α

ψ(t, a2k)dt > a2kB, k = 1, 2, . . . , [
n+ 1

2
];

(b2)
∫ β

α
ψ(t, a2k−1)dt > a2k−1B, k = 1, 2, . . . , [n+2

2 ], and

∫ 1

0

ϕ(t, a2k)dt < a2kA, k = 1, 2, . . . , [
n+ 1

2
].

Then problem (P) has at least n solutions u∗k ∈ C[0, 1], k = 1, 2, . . . , n, such that u∗k + u0 ∈ K

and ak < ‖u∗k + u0‖ < ak+1. In addition, u∗k, u
∗
k+1, . . . , u

∗
n are positive solutions if ak > h̄.

Applying Theorem 4.1, we can prove Theorem 4.3. Similar results arise in papers [7–9] for

the other boundary value problems.

Theorem 4.3 Assume there exists a set e ⊂ [α, β] with zero measure such that

lim
u→+∞

inf
t∈[α,β]\e

f(t, u)/u = +∞.

Then problem

u′′′(t) = λf(t, u(t)), a.e. t ∈ [0, 1], u(0) = u′(η) = u′′(1) = 0

has a positive solution u∗ ∈ C[0, 1] for sufficient small λ > 0.

Proof Now, the nonlinear term is λf(t, u). The corresponding control functions are λϕ(t, r)

and λψ(t, r).

Since limu→+∞ inft∈[α,β]\e f(t, u)/u = +∞, there exists r̃ > max{ 1
4 h̄, ‖u0‖} ≥ 0 such that

inft∈[α,β]\e f(t, u)/u ≥ 1, u ≥ r̃. So,

f(t, u) ≥ u ≥ r̃, t ∈ [α, β]\e, r̃ ≤ u < +∞.
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It follows

f(t, u− u0(t)) ≥ r̃, t ∈ [α, β]\e, 2r̃ ≤ u < +∞.

Let a = 4r̃. Then, for t ∈ [α, β]\e,

ϕ(t, a) = max{f(t, u− u0(t)) : 0 ≤ u ≤ a} + h(t)

≥ max{f(t, u− u0(t)) : 2r̃ ≤ u ≤ 4r̃} ≥ r̃.

Hence
∫ 1

0

ϕ(t, a)dt ≥

∫ β

α

ϕ(t, a)dt ≥ r̃(β − α) > 0.

Let λ∗ = aA[
∫ 1

0
ϕ(t, a)dt]−1 and 0 < λ ≤ λ∗.

By the definition of λ∗, we have
∫ 1

0

λϕ(t, a)dt ≤ λ∗
∫ 1

0

ϕ(t, a)dt = aA.

On the other hand, since limu→+∞ inft∈[α,β]\e f(t, u)/u = +∞, there exists b > 0 such that
1
2τb > r̃ and

f(t, u) ≥ u ≥
bB

λ(β − α)
, t ∈ [α, β]\e,

1

2
τb ≤ u < +∞.

Since ‖u0‖ <
1
2τb, we have

f(t, u− u0(t)) ≥ u ≥
bB

λ(β − α)
, t ∈ [α, β]\e, τb ≤ u < +∞.

It follows, for any t ∈ [α, β]\e,

λψ(t, b) = min{λf(t, u− u0(t) : τb ≤ u ≤ b} + λh(t) ≥
bB

β − α
.

Hence
∫ β

α

λψ(t, b)dt ≥
bB

β − α
· (β − α) = bB.

Since a > h̄, by Theorem 4.1, the problem has a positive solution u∗ ∈ C[0, 1]. 2
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