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Abstract It is well-known that Hermite rational interpolation gives a better approximation

than Hermite polynomial interpolation, especially for large sequences of interpolation points,

but it is difficult to solve the problem of convergence and control the occurrence of real poles.

In this paper, we establish a family of linear Hermite barycentric rational interpolants r that

has no real poles on any interval and in the case k = 0, 1, 2, the function r(k)(x) converges to

f (k)(x) at the rate of O(h3d+3−k) as h → 0 on any real interpolation interval, regardless of the

distribution of the interpolation points. Also, the function r(x) is linear in data.
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1. Introduction

Hermite interpolation consists of choosing a sequence of interpolation points

a = x0 < x1 < · · · < xn = b (1.1)

to fit to f the Hermite interpolation polynomial p of degree at most
∑n

i=0 si − 1 at these inter-

polation points [1], i.e., with

p(k)(xi) = f (k)(xi), k = 0, 1, . . . , si − 1; i = 0, 1, . . . , n.

However, it is well-known that p(k) may not be a good approximation to f (k) (k = 0, 1, . . . , si−1)

and it can exhibit Runge’s phenomenon for large sequences of interpolation points. If we choose

the distribution of the interpolation points xi freely, one remedy is to use various kinds of

Chebyshev points [2].
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Instead, if the interpolation points xi are prescribed, then we need to search for other kinds of

interpolants. On the one hand, a popular alternative was to use osculatory rational interpolants.

For example, Salzer transformed the nonlinear problem of osculatory rational interpolants into a

linear problem [3]. By using continued fractions [4–6], Wuytack investigated a new algorithm for

osculatory rational interpolants. By using the same techniques as Wuytack, Claessens presented

an algorithm for osculatory rational interpolants which did not suffer from the drawback of

computing the intermediate auxiliary quantities [7]. Wang generalized the Thiele-Werner-type

osculatory rational interpolants to the case of vector-valued osculatory rational interpolants [8].

By using the Padé approximant and the Newton interpolation formula, an algorithm for vector-

valued osculatory rational interpolants was investigated in [9, 10]. On the other hand, some

researchers focused on the linear Hermite rational interpolants, among them, Schneider and

Werner [11] suggested that every Hermite rational interpolant may be written in barycentric

form

r(x) =

∑n
i=0

∑si−1
k=0

wi,k

(x−xi)k+1

∑k
j=0

f(j)(xi)
j! (x− xi)

j∑n
i=0

∑si−1
k=0

wi,k

(x−xi)k+1

,

for some barycentric weights wi,k. Thus it suffices to choose the so-called barycentric weights

wi,k in order to specify r. The idea of searching for barycentric weights wi,k gives an interpolant

r that has good convergence properties and no real poles. Schneider and Werner [11] showed

that this interpolant r had no real poles only in the interpolation interval [a, b], when the rational

function is not reduced and the barycentric weights wi,k satisfy the following conditions:

sign wi,si−1 = (−1)si+1sign wi+1,si+1−1, i = 0, 1, . . . , n− 1.

Extending the work in [12], Floater and Hormann [13] has presented a family of barycentric

rational interpolants which has no real poles for all x ∈ R and convergence rate O(hd+1). Berrut

[14] has shown O(hd+1−k) convergence of the k-th derivative of the family of barycentric rational

interpolants for k = 1 and 2. In order to derive linear Hermite barycentric rational interpolants

without real poles in R and arbitrarily high convergence rates, the Floater-Hormann rational

interpolants have been generalized in three ways. Jing et al. [15] focused on the special case

si = 2, which shows that these interpolants not only possess the convergence rate of O(h2d+1−k)

of k-th derivative function for k = 0, 1, as h → 0, but also are linear in the data and free

of real poles in R. Floater and Schulz [16] derived a Hermite version of the Floater-Hormann

interpolants by considering multiple interpolation points. Cirillo and Hormann [17,18] proposed

an iterative approach to the barycentric rational Hermite interpolants, which only possess the

convergence of interpolation function itself, but the convergence of its derivative function is not

studied.

In order to obtain linear Hermite rational interpolants without real poles in R and arbitrarily

high convergence rates for larger si and k, the purpose of this paper is to report that there is a

family of linear Hermite rational interpolants for the special case si = 3 and k = 0, 1, 2, which is
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given by the following formula

r(x) =

∑n−d
i=0 λi(x)pi(x)∑n−d

i=0 λi(x)
, (1.2)

pi denotes the Hermite interpolation polynomial of degree at most 3d + 2 that satisfies the

interpolation conditions p
(k)
i (xi) = f (k)(xi), k = 0, 1, 2 at the subset {xi, . . . , xi+d} of (1.1), and

λi(x) =
(−1)3i

(x− xi)3 · · · (x− xi+d)3
.

This construction gives a family of linear Hermite rational interpolants, none of which has any

real poles in R for each d = 0, 1, . . . , n. Furthermore, the interpolation function r converges to

f at the rate of O(h3d+3) as h → 0 (under a bounded mesh ratio condition, if d = 0), as long

as f(x) ∈ C3d+4[a, b]; for fixed d ≥ 1, the first derivative of interpolation function r′ converges

to f ′ at the rate of O(h3d+2) as h → 0 (under a bounded mesh ratio condition, if d = 1), as

long as f(x) ∈ C3d+5[a, b]; for fixed d ≥ 3, the second derivative of interpolation function r′′

converges to f ′′ at the rate of O(h3d+1) as h → 0 (under a bounded mesh ratio condition), as

long as f(x) ∈ C3d+6[a, b], where

h = max
0≤i≤n−1

(xi+1 − xi). (1.3)

The organization of this paper is as follows. In Section 2, we present the linear Hermite

rational interpolation functions without real poles satisfying the Hermite interpolation conditions.

Section 3 describes convergence order of the linear Hermite rational interpolation functions. In

Section 4, the barycentric form of the linear Hermite rational interpolation functions is discussed.

While Section 5 demonstrates the efficiency of the proposed method. In Section 6, our conclusions

are presented.

2. Absence of poles and satisfying the interpolation condition

An important property of the interpolant in (1.2) is that it not only has no real poles for all

x ∈ R but also satisfies the interpolation condition r(k)(xi) = f (k)(xi) (k = 0, 1, 2; i = 0, 1, . . . , n).

In order to establish this, we multiply the numerator and denominator in (1.2) by the product,

respectively,

(−1)3n−3d(x− x0)
3 · · · (x− xn)

3

and give

r(x) =

∑n−d
i=0 µi(x)pi(x)∑n−d

i=0 µi(x)
, (2.1)

where

µi(x) =
i−1∏
j=0

(x− xj)
3

n∏
k=i+d+1

(xk − x)3. (2.2)

By the definition of µi in (2.2), we now show that r has no real poles for all x ∈ R.
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Theorem 2.1 For every admissible d, 0 ≤ d ≤ n, the rational function r in (2.1) has no real

poles in R and satisfies the following interpolation conditions r(k)(xi) = f (k)(xi) (k = 0, 1, 2; i =

0, 1, . . . , n).

Proof We will show that the denominator of r in (2.1),

s(x) =
n−d∑
i=0

µi(x)

is positive for all x ∈ R and use the following index sets

I = {0, 1, . . . , n− d}, Jα = {i ∈ I : α− d ≤ i ≤ α}.

and first consider the case that x = xα for some α, 0 ≤ α ≤ n. Then from (2.2), we can derive

that µi(xα) = 0 for all i ∈ I\Jα and µi(xα) > 0 for all i ∈ Jα. Hence,

s(xα) =
∑
i∈I

µi(xα) =
∑
i∈Jα

µi(xα) > 0.

Next suppose that x ∈ (xα, xα+1) for some α, 0 ≤ α ≤ n− 1, then let

I1 = {i ∈ I : i ≤ α− d}, I2 = {i ∈ I : α− d+ 1 ≤ i ≤ α}, I3 = {i ∈ I : α+ 1 ≤ i}. (2.3)

We also divide the sum s(x) into three parts as in [13],

s(x) = s1(x) + s2(x) + s3(x), with sk(x) =
∑
i∈Ik

µi(x).

We will show that the partial sum sk(x) > 0 for each k = 1, 2, 3, if Ik is non-empty. Since

sk(x) = 0, if Ik is empty, and since one of I1, I2, I3 is non-empty at least, it then follows that

s(x) is positive for all x ∈ R.
To this end, we first consider the partial sum s2. If d ≥ 1, then I2 is non-empty and from

(2.2), we derive that µi(x) > 0 for all i ∈ I2, therefore, s2(x) is positive for all x ∈ R. If d = 0,

then I2 is empty.

Next, we consider the partial sum s3. If α ≥ n− d, then I3 is empty. Otherwise, α ≤
n− d− 1, I3 is non-empty and

s3(x) = µα+1(x) + µα+2(x) + · · ·+ µn−d(x).

Using (2.2), we derive that µα+1(x) > 0, µα+2(x) < 0, µα+3(x) > 0, and so on. Moreover, by the

definition of µi(x), we can further show that the terms in s3(x) are decreasing in absolute value,

i.e.,

|µα+1(x)| > |µα+2(x)| > |µα+2(x)| > · · · .

To derive this, suppose i ≥ α+ 1 and compare the expression of µi+1,

µi+1(x) =
i∏

j=0

(x− xj)
3

n∏
k=i+d+2

(xk − x)3,

with that of µi. Since

(xi+d+1 − x)3 > (xi − x)3,
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it follows that |µi(x)| > |µi+1(x)|. Hence, by expression s3(x) in the form

s3(x) = (µα+1(x) + µα+2(x)) + (µα+3(x) + µα+4(x)) + · · · ,

we derive s3(x) > 0.

Using similar arguments, we will show that s1(x) > 0. If I1 is non-empty, then we can express

s1 as

s1(x) = (µα−d(x) + µα−d−1(x)) + (µα−d−2(x) + µα−d−3(x)) + · · · .

We have shown that s(x) > 0 for all x ∈ [x0, xn]. In the end, using similar arguments, we can

derive that s(x) > 0 for x < x0 from writing it as

s(x) = (µ0(x) + µ1(x)) + (µ2(x) + µ3(x)) + · · · ,

and for x > xn by writing it as

s(x) = (µn−d(x) + µn−d−1(x)) + (µn−d−2(x) + µn−d−3(x)) + · · · .

The above mentioned has established that r has no real poles. It is now easy to check that

r(x) satisfies the interpolation conditions r(k)(xi) = f (k)(xi) (k = 0, 1, 2; i = 0, 1, . . . , n). Indeed,

if x = xα in (2.1) for some α with 0 ≤ α ≤ n, then p
(k)
i (xα) = f (k)(xα) for all i ∈ Jα with

k = 0, 1, 2, and recalling that µi(xα) > 0 for all i ∈ Jα, otherwise µ(xα) = 0,

r(xα) =

∑
i∈Jα

µi(xα)pi(xα)∑
i∈Jα

µi(xα)
= f(xα)

∑
i∈Jα

µi(xα)∑
i∈Jα

µi(xα)
= f(xα),

r′(xα)=

∑
i∈Jα

µi(xα)
∑

i∈Jα

[
µ′
i(xα)pi(xα) + µi(xα)p

′
i(xα)

]
−

∑
i∈Jα

µi(xα)pi(xα)
∑

i∈Jα

µ′
i(xα)( ∑

i∈Jα

µi(xα)
)2

=

( ∑
i∈Jα

µi(xα)
)2
f ′(xα)( ∑

i∈Jα

µi(xα)
)2 = f ′(xα).

Using similar arguments, we derive that r′′(xα) = f ′′(xα). �

3. Error at intermediate points

Next we will deal with the convergence order of the linear Hermite rational interpolant. Here

we treat the case d ≥ 1, the advantage of which is that the index set I2 in (2.3) is non-empty,

since we can use the partial sum s2(x) to get an error bound. Let ∥f∥ = maxx∈[a,b] |f(x)|.

Theorem 3.1 Suppose 1 ≤ d ≤ n, f ∈ C3d+4[a, b], and h be as in (1.3). Then, if n− d is odd

∥f − r∥ = ∥e∥ ≤ 3(b− a)(d+ 1)(d!)3h3d+3 ∥f (3d+4)∥
(3d+ 4)!

= Kh3d+3;

if n− d is even,

∥f − r∥ = ∥e∥ ≤ (d!)3h3d+3
(
3(b− a)(d+ 1)

∥f (3d+4)∥
(3d+ 4)!

+
∥f (3d+3)∥
(3d+ 3)!)

)
= Kh3d+3.
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In the above estimates, the constant K only depends on f, d and the interpolation interval [a, b].

Proof For any point x ∈ [a, b], we can express the error as

e(x) = f(x)− r(x) =

∑n−d
i=0 λi(x)(f(x)− pi(x))∑n−d

i=0 λi(x)
.

Using the Hermite interpolation error formula [19, Chap. VI],

f(x)− pi(x) = f [(xi)
3, . . . , (xi+d)

3, x](x− xi)
3 · · · (x− xi+d)

3, (3.1)

we thus get

f(x)− r(x) =

∑n−d
i=0 (−1)3if

[
(xi)

3, . . . , (xi+d)
3, x]∑n−d

i=0 λi(x)
=
A(x)

B(x)
, (3.2)

where

A(x) =
n−d∑
i=0

(−1)3if [(xi)
3, . . . , (xi+d)

3, x]

and

B(x) =
n−d∑
i=0

λi(x).

Next, we first consider the numerator in (3.2). In order to avoid a bound which depends on n,

we go to divided differences of higher order by employing the oscillating signs. By combining the

first and second terms, the third and fourth terms, and so on, we can express it as

n−d−1∑
i=0, i even

(xi − xi+d+1)
(
f [(xi)

3, . . . , (xi+d)
3, xi+d+1, x]+

f [(xi)
2, (xi+1)

3, . . . , (xi+d)
3, (xi+d+1)

2, x]+

f [xi, (xi+1)
3, . . . , (xi+d+1)

3, x]
)
,

if n− d is odd, and

n−d−2∑
i=0, i even

(xi − xi+d+1)
(
f [(xi)

3, . . . , (xi+d)
3, xi+d+1, x]+

f [(xi)
2, (xi+1)

3, . . . , (xi+d)
3, (xi+d+1)

2, x]+

f [xi, (xi+1)
3, . . . , (xi+d+1)

3, x]
)
+ f [(xn−d)

3, . . . , (xn)
3, x],

if n− d is even. In view of

n−d−1∑
i=0

(xi+d+1 − xi) =

n−d−1∑
i=0

i+d∑
k=i

(xk+1 − xk) ≤ (d+ 1)

n−1∑
k=0

(xk+1 − xk) = (d+ 1)(b− a),

it follows that ∣∣∣ n−d∑
i=0

(−1)3if [(xi)
3, . . . , (xi+d)

3, x]
∣∣∣ ≤ 3(b− a)(d+ 1)

∥f (3d+4)∥
(3d+ 4)!

(3.3)
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if n− d is odd, and∣∣∣ n−d∑
i=0

(−1)3if [(xi)
3, . . . , (xi+d)

3, x]
∣∣∣ ≤ 3(b− a)(d+ 1)

∥f (3d+4)∥
(3d+ 4)!

+
∥f (3d+3)∥
(3d+ 3)!

(3.4)

if n− d is even.

Next, considering the denominator in (3.2), we determine the open subinterval (xα, xα+1) for

some α with 0 ≤ α ≤ n− 1. Since d ≥ 1, the index set I2 is non-empty, so let j be any member

of I2. Then

s(x) ≥ s2(x) ≥ µj(x) > 0,

and so, by the definition of µi, we derive that∣∣∣ n−d∑
i=0

λi(x)
∣∣∣ = s(x)∏n

i=0 |(x− xi)3|
≥ µj(x)∏n

i=0 |(x− xi)3|
= |λj(x)| =

1

|(x− xj)3 · · · (x− xj+d)3|
.

To increase readability, the following notations are introduced: di = |x− xi|, di,k = |xi − xk| for
x ∈ [a, b].

Since xj ≤ xα < x < xα+1 ≤ xj+d, we have

|(x− xj)
3 · · · (x− xj+d)

3| = d3j · · · d3j+d ≤ Kh3d+3,

hence ∣∣∣ n−d∑
i=0

λi(x)
∣∣∣ ≥ 1

Kh3d+3
. (3.5)

Combined with (3.3) and (3.4), we derive the result from (3.5). �
Thus for d ≥ 1, r converges to f at the rate of O(h3d+3) as h→ 0, as long as f ∈ C3d+4[a, b].

In the remaining case d = 0, we establish r converges to f at the rate of O(h3) but under a

bounded mesh ratio

β = max
{

max
1≤i≤n−1

di,i+1

di,i−1
, max
0≤i≤n−2

di+1,i

di+1,i+2

}
. (3.6)

Theorem 3.2 Suppose that d = 0, f ∈ C4[a, b] and h be as in (1.3). If n is odd, then

∥f − r∥ = ∥e∥ ≤ 3(b− a)h3
∥f (4)∥

4!(1− β3)
=

Kh3

1− β3
.

If n is even, then

∥f − r∥ = ∥e∥ ≤ h3
(3(b− a)∥f

(4)∥
4! + ∥f(3)∥

3! )

(1− β3)
=

Kh3

1− β3
.

Proof For d = 0, the Hermite interpolation error formula (3.1) also remains valid and reduces

to ∣∣∣ n∑
i=0

(−1)3if [(xi)
3, x]

∣∣∣ ≤ 3(b− a)
∥f (4)∥
4!

if n is odd, and ∣∣∣ n∑
i=0

(−1)3if [(xi)
3, x]

∣∣∣ ≤ 3(b− a)
∥f (4)∥
4!

+
∥f (3)∥
3!
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if n is even. Thus we only need to show that the denominator in (3.2) satisfies the lower bound∣∣∣ n∑
i=0

λi(x)
∣∣∣ ≥ 1− β3

h3
. (3.7)

Since d = 0, the index set I2 in (2.3) is empty, and we must turn to s1(x) and s3(x). Suppose

first that α = n− 1, then

s(x) ≥ s3(x) = µn(x),

and so ∣∣∣ n∑
i=0

λi(x)
∣∣∣ ≥ |λn(x)| =

1

(xn − x)3
≥ 1

h3
.

Similarly, if α = 0, we have

s(x) ≥ s1(x) = µ0(x),

and so ∣∣∣ n∑
i=0

λi(x)
∣∣∣ ≥ |λ0(x)| =

1

(x− x0)3
≥ 1

h3
,

which has proved (3.7). Otherwise, 1 ≤ α ≤ n− 2 and we get a bound from s1 and s3. On one

hand, using s3, we have

s(x) ≥ s3(x) ≥ µα+1(x) + µα+2(x),

and then ∣∣∣ n∑
i=0

λi(x)
∣∣∣ ≥ |λα+1(x) + λα+2(x)| =

1

(xα+1 − x)3
− 1

(xα+2 − x)3

=
d3α+2 − d3α+1

d3α+1d
3
α+2

=
1− d3α+1/d

3
α+2

d3α+1

.

On the other hand, using s1 and similar arguments to the above, we have∣∣∣ n∑
i=0

λi(x)
∣∣∣ ≥ d3α−1 − d3α

d3αd
3
α−1

=
1− d3α/d

3
α−1

d3α
.

Taking the maximum of these two lower bounds, we can derive (3.7). �
We now consider the convergence rate of the derivative at any point x ∈ [a, b]. For the

first derivative, we derive that r′ converges to f ′ at the rate of O(h3d+2) as h → 0, but under

the stricter condition that f(x) ∈ C3d+5[a, b]; and for the second derivative, we derive that

r′′ converges to f ′′ at the rate of O(h3d+1) as h → 0, but under the stricter condition that

f(x) ∈ C3d+6[a, b].

Lemma 3.3 If f ∈ C3d+4+k[a, b] for k ∈ N, then

|A(k)(x)| ≤ K, x ∈ [a, b].

Proof The case si = 1 has been treated in [14]. For si = 3 and using the derivative formula for

Newton divided differences [1, 14], we have

A(k)(x) = k!
n−d∑
i=0

(−1)if [(xi)
3i, . . . , (xi+d)

3i, (x)k+1],
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then, using similar arguments as in [14], we derive that A(k)/k! equals

n−d−1∑
i=0, i even

(xi − xi+d+1)
(
f [(xi)

3, . . . , (xi+d)
3, xi+d+1, (x)

k+1]+

f [(xi)
2, (xi+1)

3, . . . , (xi+d)
3, (xi+d+1)

2, (x)k+1]+

f [xi, (xi+1)
3, . . . , (xi+d+1)

3, (x)k+1]
)
,

if n− d is odd, and

n−d−2∑
i=0, i even

(xi − xi+d+1)
(
f [(xi)

3, . . . , (xi+d)
3, xi+d+1, (x)

k+1]+

f [(xi)
2, (xi+1)

3, . . . , (xi+d)
3, (xi+d+1)

2, xk+1]+

f [xi, (xi+1)
3, . . . , (xi+d+1)

3, (x)k+1]
)
+ f [(xn−d)

3, . . . , (xn)
3, (x)k+1],

if n− d is even. Using similar arguments as in [14], we can derive result. �

Theorem 3.4 Suppose d ≥ 2 and f ∈ C3d+5[a, b]. Then

∥f ′ − r′∥ = ∥e′∥ ≤ Kh3d+2. (3.8)

Proof Due to the continuity of e′, it is sufficient to let x ∈ (xj , xj+1) and to derive (3.8),

independently of j, we differentiate (3.2),

e′(x) =
A′(x)

B(x)
−A(x)

B′(x)

B2(x)
. (3.9)

In the proof of (3.5), we have shown that

|B(x)| =
∣∣∣ n−d∑
i=0

λi(x)
∣∣∣ ≥ 1

Kh3d+3
, ∀x ∈ [a, b],

and so it follows from Lemma 3.3 that

|A′(x)|
|B(x)|

≤ Kh3d+3.

Since |A(x)| ≤ K, we only need to show that

|B′(x)|
|B2(x)|

≤ Kh3d+2. (3.10)

We use the index sets in (2.3). Now

|B′(x)| =
∣∣∣∑
i∈I

d∑
m=0

3(−1)3i+1

(x− xi)3 · · · (x− xi+d)3(x− xi+m)

∣∣∣
≤ 3

d∑
m=0

(Mm,1 +Mm,2 +Mm,3), (3.11)

where we set

Mm,k =
∣∣∣ ∑
i∈Ik

(−1)3i+1

(x− xi)3 · · · (x− xi+d)3(x− xi+m)

∣∣∣, k = 1, 2, 3.
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The terms in Mm,1 and Mm,3 are oscillating in sign and increasing, respectively decreasing

in absolute value and so

Mm,1 ≤ 1

d3α−d · · · d3αdα−d+m
and Mm,3 ≤ 1

d3α+1 · · · d3α+d+1dα+1+m
.

In the proof of (3.5), we have shown that

|B(x)| ≥ |λi(x)|, ∀i ∈ I2. (3.12)

Next, using (3.12) with i = α− d+ 1, we divide Mm,1 by |B2(x)|, so that

Mm,1∣∣B2(x)
∣∣ ≤ d6α−d+1 · · · d6α+1

d3α−d · · · d3αdα−d+m
=
d3α−d+1 · · · d3αd6α+1

d3α−ddα−d+m
;

since dα/dα−d+m ≤ 1 for m = 0, . . . , d and dα−d+1/dα−d ≤ 1, we derive that

Mm,1

|B2(x)|
≤ d3α−d+2 · · · d3α−1d

2
αd

6
α+1 ≤ Kh3d+2.

Similarly,
Mm,3

|B2(x)|
≤ Kh3d+2.

Finally, we claim that Mm,2/|B2(x)| is also bounded. In fact, since d ≥ 2, I2 is non-empty. We

choose the same i ∈ I2 in (3.12) as in each term of Mm,2, it follows that

Mm,2

|B2(x)|
≤

∑
i∈I2

d6i · · · d6i+d

d3i · · · d3i+ddi+m
=

∑
i∈I2

d3i · · · d3i+m−1d
2
i+md

3
i+m+1 ≤ Kh3d+2.

Thus we derive the result (3.10) from (3.11). �
In the remaining case d = 1, we establish r′ converges to f ′ at the rate of O(h5) but under a

bounded mesh ratio β in (3.6).

Theorem 3.5 If d = 1 and f ∈ C8[a, b], then

∥f ′ − r′∥ = ∥e′∥ ≤ K(2β + 1)h5.

Proof Again considering (3.9), we determine the open subinterval (xα, xα+1). For d = 1,

|A(x)|, |A′(x)| and |B(x)| are bounded from the previous theorem and lemma, so |B′(x)|/|B2(x)|
is bounded for d = 1 and I2 = {α}. Using similar arguments as in previous lemma and theorem,

we derive

|B′(x)|
|B2(x)|

≤
1∑

m=0

[ 1

|B2(x)|

∣∣∣3∑
i∈I

1

(x− xi)3(x− xi+1)3(x− xi+m)

∣∣∣]
≤ 3

1∑
m=0

( d6αd
6
α+1

d3α−1d
3
αdα−1+m

+
d6αd

6
α+1

d3αd
3
α+1dα+m

+
d6αd

6
α+1

d3α+1d
3
α+2dα+1+m

)
= 3

(d3αd6α+1

d4α−1

+
d2αd

6
α+1

d3α−1

+ d2αd
3
α+1 + d3αd

2
α+1 +

d6αd
2
α+1

d3α+2

+
d6αd

3
α+1

d4α+2

)
≤ 3

(
2
d6α+1

dα−1
+ d2αd

3
α+1 + d3αd

2
α+1 + 2

d6α
dα+2

)
≤ K(2β + 1)h5. �
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Lemma 3.6 If d ≥ 1 and x ∈ [a, b], then

1

|B̃(x)|
=

1

|B(x)ψ(x)|
=

1

|B(x)(x− xα)3(x− xα+1)3|
≤ Kh3d−3.

Proof We continue to consider the open subinterval (xα, xα+1) and define B̃(x) as

B̃(x) = ψ(x)
n−d∑
i=0

λi(x),

where

ψ(x) = (x− xα)
3(x− xα+1)

3.

Since |B(x)| ≥ |λi(x)| for any i ∈ I2, it follows from the definition of λi(x) that

1

B̃(x)
≤

∏i+d
k=i d

3
k

d3αd
3
α+1

≤ Kh3d−3, ∀i ∈ I2, (3.13)

which also holds at the interpolation points (1.1). �

Theorem 3.7 If d ≥ 3 and f ∈ C3d+6[a, b], then

∥f ′′ − r′′∥ = ∥e′′∥ ≤ K(1 + β)h3d+1.

Proof We continue to consider the open subinterval (xα, xα+1) and express the error e in (3.1)

as

e(x) = ψ(x)ẽ(x),

where

ẽ(x) =
A(x)

B̃(x)
and B̃(x) = ψ(x)B(x).

Now, by the Leibniz rule, we derive the following:

e′′(x) =

2∑
i=0

(2
i

)
ψ(2−i)ẽ(i)(x)

=2ψ′′(x)
A(x)

B̃(x)
+ 2ψ′(x)

(A′(x)

B̃(x)
−A(x)

B̃′(x)

B̃2(x)

)
+

ψ(x)
(A′′(x)

B̃(x)
− 2A′(x)

B̃′(x)

B̃2(x)
+ 2A(x)

B̃′2(x)

B̃3(x)
−A(x)

B̃′′(x)

B̃2(x)

)
. (3.14)

We deduce from Lemma 3.3 that every factor A(k)(x) is bounded.

The following factors are also bounded:

N1(x) =
B̃′(x)

B̃2(x)
, N2(x) = ψ(x)

B̃′(x)

B̃(x)
, N3(x) = ψ(x)

B̃′′(x)

B̃2(x)
.

We also divide the sum B̃(x) into five parts as in [14]:

B̃(x) = ψ(x)
( α−d−1∑

i=0

λi(x) + λα−d(x) +
α∑

i=α−d+1

λi(x) + λα+1(x) +
n−d∑

i=α+2

λi(x)
)
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= K1(x) +K2(x) +K3(x) +K4(x) +K5(x).

Since K1 and K2 are analogous to K5 and K4, it is sufficient to study the first three terms K1,K2

and K3. We first consider the first term K1:

K ′
1(x) = ψ′(x)

α−d−1∑
i=0

λi(x) + ψ(x)

α−d−1∑
i=0

λ′i(x).

Since the terms in both sums are increasing in absolute value and oscillating in sign, we derive

that

|K ′
1(x)| ≤ 3d2αd

2
α+1(dα + dα+1)

α−1∏
k=α−d−1

d−3
k + 3d3αd

3
α+1

α−1∏
m=α−d−1

d−1
m

α−1∏
k=α−d−1

d−3
k . (3.15)

Next, we turn to K2, after simplification which reads

K2(x) = (x− xα+1)
3(−1)3α−3d

α−1∏
k=α−d

(x− xk)
−3.

It follows that

|K ′
2(x)| ≤ 3d2α+1

α−1∏
k=α−d

d−3
k + 3d3α+1

α−1∏
m=α−d

d−1
m

α−1∏
k=α−d

d−3
k .

Finally, we rewrite K3 as

K3(x) =
α∑

i=α−d+1

(−1)3i
i+d∏
k=i

k ̸=α,α+1

(x− xk)
−3;

and its derivative has the following bound:

|K ′
3(x)| ≤ 3

α∑
i=α−d+1

i+d∑
m=i

m ̸=α,α+1

d−1
m

i+d∏
k=i

k ̸=α,α+1

d−3
k .

In order to derive a bound on N1, we divide (3.15) with |B̃2(x)|, choose i = α− d+ 1 in (3.13)

and then obtain

|K ′
1(x)|

|B̃2(x)|
≤ 6h5

∏α−1
k=α−d+1 d

6
k∏α−1

k=α−d−1 d
3
k

+ 3d3αd
3
α+1

α−1∑
m=α−d−1

∏α−1
k=α−d+1 d

6
k

dm
∏α−1

k=α−d−1 d
3
k

≤ 6h5
∏α−1

k=α−d+1 d
3
k

d3α−d−1d
3
α−d

+ 3h5
α−1∑

m=α−d−1

dα
∏α−1

k=α−d+1 d
3
k

dmd3α−d−1d
3
α−d

.

Since dα−d+1/dα−d−1 ≤ 1, dα−d+2/dα−d ≤ 1 and dα/dm ≤ 1 for m ≤ α− 1, we derive that

|K ′
1(x)|

|B̃2(x)|
≤ 6h5

α−1∏
k=α−d+3

d3k + 3h5
α−1∑

m=α−d−1

α−1∏
k=α−d+3

d3k ≤ Kh3d−4.

Using similar arguments, we may derive a bound of the same order for |K ′
2|/|B̃2| ≤ Kh3d−4:

|K ′
2(x)|

|B̃2(x)|
≤ 3d2α+1

∏α−1
k=α−d+1 d

6
k∏α−1

k=α−d d
3
k

+ 3d3α+1

α−1∑
m=α−d

∏α−1
k=α−d+1 d

6
k∏α−1

k=α−d d
3
k



640 Ke JING, Yezheng LIU, Ning KANG and et al.

≤ 3d2α+1

∏α−1
k=α−d+1 d

3
k

d3α−d

+ 3d3α+1

α−1∑
m=α−d

∏α−1
k=α−d+1 d

3
k

dmd3α−d

.

Since dα−d+1/dα−d ≤ 1 and dα−1/dm ≤ 1 for m ≤ α− 1, we derive the following bound:

|K ′
2(x)|

|B̃2(x)|
≤ 6h5

α−1∏
k=α−d+2

d3k + 3h3
α−1∑

m=α−d

d2α−1

α−2∏
k=α−d+2

d3k ≤ Kh3d−4.

Using similar arguments, and for |K ′
3|/|B̃2| ≤ Kh3d−4, the result is |N1(x)| ≤ Kh3d−4. To deal

with N2, we use the mesh ratio β in (3.6). Again we first consider the term involving K ′
1, choose

i = α− d+ 1 in (3.13), and use the fact that dk/dk−1 ≤ 1 for k = α− d+ 1, . . . , α− 1:

|ψ(x)K ′
1(x)|

|B̃(x)|
≤ 3d2αd

2
α+1(dα + dα+1)

d3αd
3
α+1

∏α−1
k=α−d+1 d

3
k∏α−1

k=α−d−1 d
3
k

+ 3d3αd
3
α+1

α−1∑
m=α−d−1

d3αd
3
α+1

∏α−1
k=α−d+1 d

3
k

dm
∏α−1

k=α−d−1 d
3
k

≤ 3d2αd
2
α+1(dα + dα+1)

d3αd
3
α+1

d3α−d−1d
3
α−d

+ 3d6α+1

α−1∑
m=α−d−1

d6α
dmd3α−d−1d

3
α−d

,

since dα/dα−d−1 ≤ 1 and dα−1/dm ≤ 1 for m ≤ α− 1, we obtain

|ψ(x)| |K
′
1(x)|

|B̃(x)|
≤ 3h5

dα+1

dα−1
+ 3h5

α−1∑
m=α−d−1

dα+1

dα−1
≤ Kβh5.

Similar arguments result in a bound of the same order for |ψ(x)||K ′
2|/|B̃|:

|ψ(x)| |K
′
2(x)|

|B̃(x)|
≤ 3d2α+1

d3αd
3
α+1

∏α−1
k=α−d+1 d

3
k∏α−1

k=α−d d
3
k

+ 3d3α+1

α−1∑
m=α−d−1

d3αd
3
α+1

∏α−1
k=α−d+1 d

3
k

dm
∏α−1

k=α−d d
3
k

≤ 3d3αd
5
α+1

1

d3α−d

+ 3d6α+1

α−1∑
m=α−d−1

d3α
dmd3α−d

,

since dα/dα−d ≤ 1 and dα/dm ≤ 1 for m ≤ α− 1, we obtain that

|ψ(x)| |K
′
2(x)|

|B̃(x)|
≤ 3d5α+1 + 3d5α+1

α−1∑
m=α−d−1

dα+1

dα−1
≤ Kh5(1 + β).

For |ψ(x)||K ′
3|/|B̃|, the whole product in every term of the inner sum is eliminated without

making use of the mesh ratio β:

|ψ(x)| |K
′
3(x)|

|B̃(x)|
≤ d3α+1d

3
α

α∑
i=α−d+1

i+d∑
m=i

m ̸=α,α+1

d−1
m ≤ Kh5.

Thus we have

|N2(x)| ≤ K(1 + β)h5.

We may derive that N3 is bounded by using similar arguments as for N1 and the following

observation: the differentiation of B̃′ results in a factor (x − xi)
−3 in some of the terms of B̃′′.

Since i ̸= α, α+1, we can eliminate the absolute value of this factor through multiplication with

|ψ|:
|ψ(x)|
|x− xi|

=
d3αd

3
α+1

di
≤ Kh5.
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Consequently,

|N3(x)| ≤ Kh3d+1.

Thus, we derive the result from bringing together all the bounds on the terms of the expansion

(3.14). �

4. The barycentric form

We expect from [11] that r can be put in the barycentric form. In order to establish it, we

write the interpolation polynomial pi in the Hermite interpolation basis form

pi(x) =
i+d∑
k=i

[αik(x)f(xk) + βik(x)f
′(xk) + γik(x)f

′′(xk)],

where αik(x), βik(x) and γik(x) denote the Hermite polynomial interpolation basis functions

corresponding to the d+ 1 points xi, . . . , xi+d respectively and satisfy the following conditions:
αik(xj) = δkj =

{
1, j = k,

0, j ̸= k,
α′
ik(xj) = α′′

ik(xj) = 0,

βik(xj) = β′′
ik(xj) = 0, β′

ik(xj) = δkj ,

γik(xj) = γ′ik(xj) = 0, γ′′ik(xj) = δkj ,

k, j = i, i+ 1, . . . , i+ d.

According to the Hermite interpolation formula [20], we can derive that
αik(x) = {[6(lik(xk))2 − 1.5l′′ik(xk)](x− xk)

2 − 3l′ik(xk)(x− xk) + 1}l3ik(x),
βik(x) = [−3l′ik(xk)(x− xk) + 1](x− xk)l

3
ik(x),

γik(x) = 0.5(x− xk)
2l3ik(x),

where lik(x) (k = i, . . . , i + d) denote the Lagrange interpolation basis functions corresponding

to the d+1 points xi, . . . , xi+d. Substituting this into the numerator of (1.2), we can derive that

n−d∑
i=0

λi(x)pi(x) =
n−d∑
i=0

λi(x)
i+d∑
k=i

{
[aik(x− xk)

2 + bik(x− xk) + 1]f(xk)+

[bik(x− xk) + 1](x− xk)f
′(xk) + 0.5(x− xk)

2f ′′(xk)
}
l3ik(x),

where aik and bik denote the 6(lik(xk))
2 − 1.5l′′ik(xk) and −3l′ik(xk), respectively. So we derive

that
n−d∑
i=0

λi(x)pi(x) =

n−d∑
i=0

(−1)i
i+d∑
k=i

[ aik
(x− xk)

+
bik

(x− xk)2
+

1

(x− xk)3
] i+d∏
j=i,j ̸=k

1

(xk − xj)3
f(xk)

+
n−d∑
i=0

(−1)i
i+d∑
k=i

[ bik
(x− xk)

+
1

(x− xk)2
] i+d∏
j=i,j ̸=k

1

(xk − xj)3
f ′(xk)+

n−d∑
i=0

(−1)i
i+d∑
k=i

0.5

(x− xk)

i+d∏
j=i,j ̸=k

1

(xk − xj)3
f ′′(xk)

=

n∑
k=0

∑
i∈Jα

(−1)i
[ aik
(x− xk)

+
bik

(x− xk)2
+

1

(x− xk)3
] i+d∏
j=i,j ̸=k

1

(xk − xj)3
f(xk)+
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n∑
k=0

∑
i∈Jα

(−1)i
[ bik
(x− xk)

+
1

(x− xk)2
] i+d∏
j=i,j ̸=k

1

(xk − xj)3
f ′(xk)+

n∑
k=0

∑
i∈Jα

(−1)i0.5

(x− xk)

i+d∏
j=i,j ̸=k

1

(xk − xj)3
f ′′(xk)

=
n∑

k=0

w1k

(x− xk)
f(xk) +

n∑
k=0

w2k

(x− xk)2
f(xk) +

n∑
k=0

w3k

(x− xk)3
f(xk)+

n∑
k=0

w2k

(x− xk)
f ′(xk)

n∑
k=0

w3k

(x− xk)2
f ′(xk) +

n∑
k=0

w3k

(x− xk)
f ′′(xk),

where

w1,k =
∑
i∈Jk

(−1)iaik

i+d∏
j=i,j ̸=k

1

(xk − xj)3
, w2,k =

∑
i∈Jk

(−1)ibik

i+d∏
j=i,j ̸=k

1

(xk − xj)3
,

w3,k =
∑
i∈Jk

(−1)i0.5
i+d∏

j=i,j ̸=k

1

(xk − xj)3
,

Similarly, for the denominator, we use the fact that the function 1 is interpolated exactly, so that

1 =
i+d∑
k=i

[aik(x− xk)
2 + bik(x− xk) + 1]l3ik(x),

which leads to

n−d∑
i=0

λi(x) =
n∑

k=0

w1,k

(x− xk)
+

n∑
k=0

w2,k

(x− xk)2
+

n∑
k=0

w3,k

(x− xk)3
.

This is the barycentric form we want for r, which provides an extremely fast and simple method

for evaluating it. Note that the barycentric weights do not depend on the data values f (k)(xi) (k =

0, 1, 2; i = 0, 1, . . . , n) and the Hermite rational interpolant r only depends linearly on f (k)(xi) (k =

0, 1, 2; i = 0, 1, . . . , n), thus we call it the linear Hermite barycentric rational interpolant [21].

5. Numerical examples

In view of the good convergence properties of the linear Hermite barycentric rational inter-

polant r, it seems that it has good performance, but which has yet to be verified. Next, we will test

it by using the Matlab software, and apply the approach to Runge’s function f(x) = 1/(1 + x2)

for x ∈ [−5, 5], which we sample at the equidistant points xi = −5 + 10i/n, for various choices

of n. Figure 1 shows plots of the linear Hermite barycentric rational interpolation function r(x)

with d = 3 for n = 5, 7, respectively. Figure 2 shows plots of the first order derivative of Runge’s

function with d = 3 for n = 5, 7, respectively. Figure 3 shows plots of the second order derivative

of Runge’s function with d = 3 for n = 7, 9, respectively.



A convergent family of linear Hermite barycentric rational interpolants 643

−5 0 5
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

 

 
r(x)
points
f(x)

−5 0 5
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

 

 
r(x)
points
f(x)

Figure 1 Interpolating Runge function with d = 3 for n = 5 and n = 7
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Figure 2 Interpolating first derivative of Sin function with d = 3 for n = 5 and n = 7
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Figure 3 Interpolating second derivative of Runge function with d = 3 for n = 7 and n = 9

The second and third columns of Table 1 show the computed errors and convergence orders

of r(x), the fourth and fifth columns of Table 1 show the computed errors and orders of r′(x),

and the sixth and seventh columns of Table 1 show the computed errors and convergence orders

of r′′(x). They support the convergence order predicted by Theorem 3.1, 3.4, 3.7, respectively.

Comparing these results with the convergence orders in [13], we get that the convergence order

is three units larger than the others at every differentiation.
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n r(x) order r′(x) order r′′(x) order

10 1.8e-03 6.1e-03 4.7e-02

20 7.7e-07 11.2 4.8e-06 10.3 3.3e-05 9.4

40 1.7e-10 12.1 2.1e-09 11.2 1.4e-08 10.2

80 6.0e-14 11.5 1.6e-12 10.3 1.1e-11 9.7

160 1.5e-17 12.0 8.0e-16 11.0 5.4e-15 10.1

320 4.2e-21 11.8 4.2e-19 10.9 2.8e-18 9.8

Table 1 Error with Runge’s function and d = 3

Finally, we compare it with the barycentric rational interpolation in [13] and C2 cubic spline

interpolation. The error of f (k)(x) is O(h4−k) for f ∈ C4[a, b] (see [22, Chap.V]), the same

order as for the barycentric rational interpolation in [13] with d = 3 (provided f ∈ C7[a, b]),

and the error of the linear Hermite rational interpolation is O(h12−k) with d = 3 (provided

f ∈ C15[a, b]). Table 2 shows the errors in Runge’s function of the three methods. The error in

the linear Hermite rational interpolation is much smaller than that of the barycentric rational and

C2 cubic spline interpolation. Table 3 compares between the linear rational Hermite interpolation

of Runge’s function with n and barycentric rational and C2 cubic spline interpolation with 3n

points. The error in the linear Hermite rational interpolation is three units smaller than that of

the barycentric rational and C2 cubic spline interpolation.

n r(x) Paper [13] cubic spline

10 1.8e-03 6.9e-02 2.2e-02

20 7.7e-07 2.8e-03 3.2e-03

40 1.7e-10 4.3e-06 2.8e-04

80 6.0e-14 5.1e-08 1.6e-05

160 1.5e-17 3.0e-09 9.5e-07

320 4.2e-21 1.8e-10 5.9e-08

Table 2 Error in linear Hermite barycentric rational, barycentric rational and spline interpolation of

Runge’s function

n r(x) n Paper [13] n cubic spline

10 1.8e-03 30 6.2e-04 30 1.8e-03

20 7.7e-07 60 1.3e-07 60 6.4e-05

40 1.7e-10 120 2.7e-09 120 3.3e-06

80 6.0e-14 240 7.3e-10 240 1.9e-07

160 1.5e-17 480 4.3e-11 480 1.2e-08

320 4.2e-21 960 3.0e-12 960 7.4e-10

Table 3 Comparison between linear rational Hermite interpolation of Runge’s function with n and

barycentric rational and spline interpolation with 3n points
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We also test the approach on the Sine function f(x) = sin(x) for (x, y) ∈ [−5, 5] at the

equidistant points xi = −5 + 10i/n, but this time with d = 1 for various choices of n. Figure

4 shows plots of the linear Hermite barycentric rational interpolation function r(x) with d = 1

for n = 3, 5, respectively. Figure 5 shows plots of the first order derivative of Sine function with

d = 1 for n = 3, 5, respectively. Figure 6 shows plots of the second order derivative of Sine

function with d = 1 for n = 3, 5, respectively.
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Figure 4 Interpolating Sine function with d = 1 for n = 3 and n = 5
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Figure 5 Interpolating first derivative of Sine function with d = 1 for n = 3 and n = 5
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Figure 6 Interpolating second derivative of Sine function with d = 1 for n = 3 and n = 5

The other advantage of the linear Hermite barycentric rational interpolants is the ease with

which we can change the degree d of the Hermite interpolation polynomials. In this way, we can

find the best value of d which can minimize the numerically computed error for a fixed set of
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interpolation points, while for meromorphic functions we can give theoretically best value of d

as a function of the location of the poles of f (see [23]).

6. Conclusions

In this paper, we present a family of linear Hermite barycentric rational interpolants which

satisfies r(k)(xi) = f (k)(xi) (k = 0, 1, 2; i = 0, 1, 2, . . . , n) and has the convergence rateO(h3d+3−k)

of the k-th derivative for k = 0, 1, 2, i.e., the case si = 3. It is natural to consider the case when

larger k arises. This may be quite delicate, however, since the approximation error formula is

put in the rational function form, the calculation of higher derivative of which is very complex.

This would be an interesting subject for future research.
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