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Some Optimal Block-Factorial Designs®
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The theory of optimal design plays a fundamental role in experimental design.
Some of the results have been widely applied to the realistic world. In[11], Kiefer
proved the optimality of some block designs. In this paper some block-factorial
designs are discussed.

When a block design d,(v,,b,k) is superimposed on other block design d,(v,,
b,k), the resulting structure is called a block-factorial design and is abbreviated
as d;#»d,, The collection of all such designs is denoted by Q (v,,v,,bk) or Q.

If d,,d, are uniform and they are orthogonal to each other, the structure can be
considered as an orthogonal design with three factors, In[27] Cheng pointed out that
the designs are universally optimal, If we remove the conditions of uniformity en-
titely or partly, optimality results of some block-factorial designs are proved.

For any d€Q(v,,v,,bk), we assume the linear model

EY = X40, Vary ;=o*Iy (1)
whete Y, = (¥,,¥,,*,¥y)’ i8 the Nx1 vector of observations, X, is an Nxp de-
sign matrix, 6= (P1;0,y **PysT1s Tos***Tyey BisBss++By)’ is a vector of unknown para-
meters, p; is the effect of ith level of 1st factor, 7;is the effect of jth level of 2nd
factor, B,is the effect of kth block, ¢>>0 is known or unknown and [, is the Nx
N identity matrix, Then

diag (r{t, i, e 7l Ni Ny
X{'iXdz' N, diag (7(12)"'(2.2), "':rf.'z.)) Ny (2)
N01 NOZ ka

‘where diag (a,,a,,+,a,) is the diagonal matrix with diagonal elements a,,q,,-,q,,
r¢!? is the number of times that the jth level of the Ith factor appears in the design,
N,, is the incidence matrix between the 1st and 2nd factors, i.e., the (s,u)th element
of N,, is the number of times that the sth level of 1st factor and uth lecvel of 2nd
factor appear together in the design, and N;, is the incidence matrix botween the
1th factor and the block, 1=1,2,
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From (1), the information matrix for estimating the effects of Ist factor and
2nd factor jointly is

diag(rit, rit?, ... > N N
( enh el N )_( m)—’lc-z,,(N,,1 Noa)
Na idag (ré®,ri®?, .o, 1) Nao
= (Cd“ Cdlz) ( 3 )
Cdzl Cdzz

whete Cyy; = diag(r{V,ry?, -, 7)) =k "'N1oNoiy Ca1a=Nipy =k 'NioNoys
Cgy, =diag(ri¥,ri?’, «oo,r'®) —k~'N,,Ny,y and A- denotes a generalized inverse of A,

If we are interested only in estimation of linear combinations X,c,0,, we obtain
C# = Cyiy = Cy13C523Cayy for the information matrix of d for p= (p,,P,,+,P,)’ . Simi
latly, we obtain C% =y, — Cy5:C111Ca1, fOr the information matrix of d for 7= (7,,7,,
e, T, ‘

An optimality criterion is a function ¢; %, ,—>(~ co, 0], where Z, , is the
collection of v xv nonnegative definite matrices with zero row and column sums.
A design is called @g-optimal if it minimizes @(C{’) or @(C?’) over the competing
designs depending on which effects we are intrested in. Note that ¢{’€ %,,., and
CP E HB,,o in our setting.

Kiefert®! introduced the notion of universal optimality. A design d* is called
universally optimal if it is ¢@-optimal for all & satisfying (I) @ is cbnvex, (I)
@ (bC) is nonincreasing in the scalar b>=0, (II) @ is invariant under any simul-
taneous permutation of rows and columns of ¢. Using a tool due to Kiefer!3], the
folllowing theorem is proved:

Theorem | If there is a d*cQ satisfying the conditions: (I) d*=d,«d,,
where d, is uniform design with parameters (v,,b,k), d, is BIBD(v,,b,k,r‘¥’,1);
(I) Ny = (v,9,)"'NJ, where J is a matrix with all its entries 1, then d* is univer
sally optimal for the estimation of the effect of 1st factor as well as 2nd- factor
over Q.

If we testrict the competing designs to a smaller class and utilize a result of
Ehtenfeld¢!, then some stronger optimality results can be proved. Let Q*=Q0%*(v,,
v,,bk) ={d; d€EQW,,v,,bk), r{!=ri=..=rl=r®}, then we have

Theorem 2 Under the assumptions of theorem 1, d* minimizes the variance of
the best linear unbiased estimator of any contrast among the effect of 1st factor p
over Q%

Using Kiefer’s methods, we also proved following theorems:

Theorem 3 If there is a d*CQ satisfying the conditions: (] )d* =d,«d,, where
d, is uniform design, d, is BBD(v,,b,k), (@) N,,= (9,9,)"'NJ, then d* is univer
sally optimal for the effect of 1st factor as well as 2nd factor over Q,

R
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Theorem 4 If there is a d* €Q satisfying the conditions: ( [ ) d* =d,»d,, where
d, is BIBD (v,, b, k, r'¥, A", d, is BIBD (v,,b,k,r®,A2"), (I)Ny,= (v,v,)""
NJ, (II)N;oNo, = (2,v,) "'NkJ, then d* is universally optimal for the effect of 1st

factor as well as 2nd factor over Q,
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