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The Joint Distribution of kth Record Times
ansi kth Record values®

Zhang Yangshenfq
(Dept. of Math., Beijing Univ. of Sci. and Tech.)

Abstract In this paper we give the joint distribution of kth record times and kth record
values with direct method. And then some interesting relations can be derived.

Let {X,;n > 1} be an independent identically distributed (i.i.d.) sequence of random
variables (r.v.’s) with absolutely continuous distribution function F(z) = P(X; < z) and
density function f(z). For n = 1,2,..., we denote the order statistics of X;,X3,---, X,
by Xin £ X2n < -+ £ Xpnn and define the kth record times as follows:

v®(0)=0,u®(1) =k

and . .
UB(n+1) =min{5: > UB(n), X; > Xj—pj-1}(n > 1,k > 1).

The quantities A¥)(n) = U*)(n) — U*)(n — 1)(n > 2) are called the kth inter-record
times and the sequence of r.v.’s X(k)(n) = Xy®(n)—k+1,u® ()" 2 1, the sequence of
kth record values. For k = 1 we obtain the usual record, inter-record times and record
values. A large number of publications has been devoted to records, we refer to may be
found in [1], [2] and [3] for a surrey. In this paper we shall give the joint distribution of
{U®(5), X(¥)(1);1 < ¢ < n} by proving the following

n ,
Theorem For any n > 1, the joint density function of ﬂ{U(")(i),X(")(i)} 1s

=1

(1) fiN ) x®ay U 215 52,225+ ns Zn)

n-1
= k(1= F(za)* " f(2n) [L[f(z) P75 (),

where jy =k < jo < +++ < Jn, Zi(1 < i < n) are real and ; < 23 < --- < T,.

Proof Let
Dy = (X1, Xz, -, X} = (X, X, x(y = (xf), xf), - X))
D; = {X}, X}, Xi} = (YUY, x50, xS P e < i <on),
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then for arbitrarily small positive number group {6;,1 < i < n}, from to the definition of
U®) and X*)(n), as well as independence of {X,}, we have

POOWE) = o < XWE) < 20+ )

= P(n{ one element of the D; in (=, z; + &)}
=1

n{ other elements of D, are larger then z,, + 6n}

ﬂnﬁ {max{Xj, 41, ", Xj; -1} S zi}) + 0(112;,2( {67*1})

= k" fI[F(z,- + &)~ F(z:)] - [1 - P(zn)]*? "ﬁ pin—ic (g

-’:— O( max {6"*'})

1<i<n

where O( max {5-"“}) means terms of order max {67*1} and includes the probability of
rea.hzatlons of z; < X(*) () <Lzi+6,1<i<nin whlch more than one element of some

D; in (z;,z; + &),1 < 1 < n. Dividing both sides by H & and lettlng [max {5 }—0, (1)
=1

is obtained. ‘

Remark 1 This theorem was proved for k = 1 and F(z) = z by Renyi ([4]).

Corollary 1 The sequence of vectors {(U(")(n),X(")(n)),n > 1} forms a homogeneous
Markov chain with transition density function

(2) fommxweyly] U -1)=i,xH(n-1)=2)
_ j—i—1 1- F(y) k1
= k- SOP0) |=5y

Proof From (1) we get

n—1
fw® (n), x ) () (9> Zn | ﬂ {U® ) = i, X¥(@) = 2,})

- f(n" 1U(k)(i) X(k)(f)})(]l)xl)]Z)xzx * )Jﬂ—-lazn-—l)
B F(:z:,,) k-1
— Jn—In—1—1
= k(o) e y) | e
= fw® () x® () GnsZn | UP(n = 1) = ooy, XB(n — 1) = 2, 4).

 This is (2).
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Corollary 2 X*)(n) is independent of {UK) (1), Uk (2),--- , UF) (n — 1)} end {X*)(n),
n > 1} is a homogeneous Markov chain with transition probabilities

_ k
(8). P(X®(n) > y| XB(n-1)=2) = [i -iﬁiﬂ

Proof (3) can be got from (2) after some calculations

fxrm@ ] {UR(n-1) =i, XB(n-1)= x}ﬂ"ﬁ (U® ) = 5, XB(5) = z;})

i=1
= i fowmx®eyy | U (n-1) =i, XH(n - 1) = 2)
j=ir1
L 1= F)1"7' X pigyy = k- f0)(1 - Fy)*
=k Fy) | {55 | X Pt = =t

= fx®ny(y | X®(n - 1) = 2).

Remark 2 Deheuvels ([5]) found the equivalence relation between {X*)(n),n > 1} and
the order statistics {X, n,1 < n < N} of {X;,Xs, -+, Xn} and gave (3) in a different
way. -

Remark 3 From (3), we can directly get the formula of the distribution of X (")(n).

Corollary 3 U¥)(n) and X*¥)(n) are conditional independent under U*)(n —1) =i and
XE(n-1)==z

Proof It follows from (2) that
@4  POYBR) =4 UP(n-1)=iXB(n-1)=2),
= /:0 f(U(k)(n),x(k)(n))(j,y | U(k)(” -1)= i:X(k)(" -1)= :z:)dy_
= P1(2) - (1= F(3)).
In accordance with (2), (3) we have '
5)  fwwmxwnyly] UW(n-1)=i,X®n-1)= xj
= frwmy | XB(n—1) =2). POUBM) = | U0(n-1) =i, xB(n - 1) = 2).

Corollary 4 {U*)(n),n > 1} is a homogeneous Markov chain with transition probabilities

®) PUW(m) =] UW(n-1)=14)= jfk ' g((f::i;,’llg

forany3>1>k>1,

where B-function 1s defined by B(p,q) = fol w?~1(1—u)?"1du for Re p > 0 and Re ¢ > 0.
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Proof From (1), we have
P(N{TW(6) = 33)

=k [0 P dF ) [ PR )P ()

-0

z . n 1.
. / ’ Fi= Yo )dF(2)) = = k. / vin k(1 — v)F1dy
—00 w1 — k) Jo
kn

= mB(j" —k+1,k),

so we have

k B(j. — k+1,k)
jn -k B(jn—l - k+1)k)’

PUWm) = in | UB6) = 3) =

(8) is obtained.
Remark 4 The result for k=1 was shown by Renyi ([4]).

Corollary 5 {A¥)(n), X®])(n);n > 1} forms a homogeneous Markov chain with transition
density function

(7) f(A(k)(n),x(k)(n))(j,y | A(k)(" -1)= i»X(k)(" -1) =1
_ k-1
— )P (125 )

Proof From (2) and the definition of A(¥)(n), we can get

n—1
Fa® (), x® () Gnszn | (V{ABGE) = i, XB (i) = 2:})
=1

n n~1
= f(U(k)(n),X(k)(n))(z:ﬁ’z" | U(k)(n el l) Z]”X(k)(n - 1) = Zl:n_l )
i=1 =1
- 1 - F(z,) ]"-1
— Jn—1 —_—

this is (7).

Remark 5 From (7) we can see that {A(¥)(i),1 < { < n} are independent if {X*)(1),1 <
i < n — 1} are fixed. And this property leads to the expression for the distribution of
A®)(n) for any k > 1 and n > 1(see [2]).
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