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Abstract In this paper, a mathematical model with respect to optimal identification
of the parameters is established. The identifiability of the dynamics problem is proved.
At last the necessary conditions of the optimality are given.

1. Introduction

There are some parameters in many evolution equations, such as ajg, a11, 12, azo0, a21, a22
in 2-dimensional Volterra model [1]; birthrate, natural death rate, incidence of a disease
death rate, lifelong immunity rate in the dynamics of infectious disease [2,3]. Obviously,
these parameters related to the practical states of applying model such as time and place.
These mathematical models which descripte dynamics developing process do not have
practical value and theory significance until these parameters are determined according
to concrete practice. Consequently, identifying these parameters is very importance. But
it is short of the study of the identification problem at present(4]. With respect to the
dynamics equations of oil and gas generation|5], this paper firstly establishes a mathe-
matical model with regard to the optimal identification of the parameters with activation
energy and frequency factor. Secondly, applies the continuity of functional to prove the
identifiability of this problem. At last proves that the solution of this dynamics equations
is weak Gateaux differentiable and gives the necessary conditions of an optimality of this
optimal identification problem.

2. Optimal identification problem

In the early 1970’s, B.P.Tissot gave a mathematical model of generating process of oil
and gas as follows: '

DES : Ty = —k;(t):c;(t) i=1,...,6 tel= [O,To] (1)
zg(t) = kr(t)z7(t) ()
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Y ozi(t) = zoi = 9o (3)
i=1 =1
zi(0) =20 i=1,...,8 (4)

where z;(t),i = 1,...,6, are the contents of i-th bonding kerogen at time t € I, z7(t) is the
content of liquid hydrocarbon (i.e., petroleum) generated by kerogen thermol degradation,
and zg(t) is the content of nature gas generated by liquid hydrocarbon at time t. Therefore
above variables should save for

0<z(t)<1, i=1,...,8 (5)
The initial values of these variables save for
O<zpi<1, ¢t=1,...,6, zog7=208 =0, 0<go<1 (6)
Tn ~ 0 ie the finish time of kerogen thermol degradation, hence we have:
0<z(Tp) <1, t=1,...,6 M
k;(t) is the degradation rate of i-th bonding kerogen and it satisfies
ki(t) = Aiezp(—Ei/ (R x T(t))) (8)

where frequency factor A; € L, = [10°,10%%] and activation energy E; € L, = [35,350]
are undetermined constants, R is positive constant and T(t) is stratigraphic temprature
at time t. Following from geography, T'(t) has the property:

Property 1 The stratigraphic temprature T(t) at time t 1s monotone increasing linear
function of t € I, and T(t) >0, t € I.

According to formula (8), Property 1 and the existence and uniqueness of solution for
initial values problem of ordinary differential equations, we know that the solution for
initial value problem of ordinary differential equation DES formed by formulae (1)-(4)
exists and unique. See [6].

Theorem 1 Ifz;(t) >0, Vte€ I, then under the initial conditions (6),the solution with
components z;(t), i =1,...,8 of problem DES satisfy the formula (5).

Proof From formula (8) and Property 1 we have
k(t) >0, tel, i=1,...,1 (9)
Then according to formulae (6), (1) and for ¢ small enough, we have

zi(t) >0, z;(t) <0, i=1,...,6

)

Since Ty is the finish time of kerogen thermol degradation, it is clear that z;(t) > 0, 1=
1,...,6 whenever 0 <t < Tj. Hence, we have 2;(t) <0, 1 =1,...,6, Vte I. Therefore,
z;(t), ¢+ =1,...,6 is monotone decreasing fiinction of t € I, and

0< :I:.'(To) < :l.‘,'(t) < :C,'(O) <1, +=1,...,6. (10)
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Since z7(t) > 0, Vt € 1, it follows from formula (9) that
:i:g(t) = k7(t) X Z7(t) >0, vtel

i.e., zg(t) is monotone increasing function of ¢t. Hence 0 = zps = z3(0) < zg(t), Vi € I.
Since 0 < gg = 5_:?=1 zi(t) < 1 and z;(t) >0, ¢=1,...,8, Vte I. This completes the
proof.

Let

—kl(t) 0 ... O
B= 0 —ka(t) ... O (11)

k() k() ... —ki(t)

B € L(H) where L(H) is a bounded linear oprator space from H (H = R7, a Hilbert
space) to H. Solve zg(t) from formula (3) and substitute it into (1),(2). Let z(t) =
[z1(t),...,z7(t)]T € CY(I,H), =zo0 = |[zo1,...,Zo7]T € R’. The model can not response
the generating process of oll and gas truely until the solution of problem DES satisfies
formula (5). Therefore, marshaling the model, we obtain

DES1: £=Bx«z
:1:(0)-—":50
0<zp; <1, 1.21,...,6, zo7 = 0, go=23=1$0i<1
z7(t) >0, go— S, zi(t) 20, tel

From Theorem 1, the solution of DES1 satisfies (5). Assuming that
Ga=[A1,..., 47" € L], q.=[E,...,.B)" € L1,Q={q:q=[4],q7|" € LI x LT}

It is easy to know from (8) and (11) that for any ¢ € @ there is unique operator B € L(H),
denoted by B(q) or B. Set P, = {B(q) : ¢ € Q} C L(H). Since Q C R" x R" is bounded
closed set, so it is compact. Moreover, mapping ¢ — B(g) is continuous for any t € I.
So P, is a compact subset of L(H). The solution of DES1 is exist and unique for any

q € Q (or B € PB) following from DES, denoted by z(t, B) or z(B). The chief grounds -

of numerical analogue in oil and gas generating process is the function obtained by the
observed data:

y(t) = [ (t),...,v@)]" € CY(L, H)
Thus the main task of analogue is to find a operator B € P, such that J(B) = 1/2 [, ||z(t, B)—
y(t)||% dt is minimal. Denote the identification problem by OI, i.e.,
OI: min J(B)=1/2x / l2(2, B) — y(t)|%dt
1
s.t. z(t, B)is the solution of DES1, B € B,
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3. Identifiability

The identifiability of problem Ol is equivalent to the existence of the optimal solution
of problem OI. Therefore, we prove the Lemma first.

Lemma 1 Assuming that g(t,z) = 1/2 x ||z — y|\%. If y € CY(I,H), then function
t — g(t,z) is measurable for any x € CY(I,H) and Vt € I, z — g(t,z) is continuous in
H. Moreover, if z(t,B), B € P, is the solution of DES1 , then mapping B — J(B) is

conlinuous in P,.

Proof The first two results is immediately from the definition of g(t,z) and y € C*(I, H).
We only prove that mapping B — J(B) is continuous for any B € P;. Let {B"} € B,
and suppose B™ — BO. Clearly B? € P;, and hence the system

t=Bxz
z(0) = zo

has a unique solution z°. Similarly, corresponding to each B", the system

t=B"x«z
z(0) = zo

0

has a unique solution z". Defining z” = z" — z°, one observe that z™ is the solution of the

system

(g0

Scalar multiplying the first equation of (12) on either side by z"™ and using the elementary

inequality ab < a?/(2¢) +€b?/2 for alla,b € R, € > 0, one can easily verify (using € = a)
that

@l +a [ 1e"@d0 < o [ 1@ do + 1/e [ (8" - BYYd (13

Let .
¢"(8) = le" Ok + 0/0 12" (8)113d6
It follows from the above inequality (13) that

& (t) < a/: $7(0)d0 + 1/ /Ot 1(B™ = B®)<°|[%do (14)

Using Gronwall’s Lemma, one concludes that

8(0) < (cap(aT /e [ (B" - Bl 0

for all t € I. Since ||2°|g < 7, B"™ — B, it is clear that ||(B™ — B%)z®||y — 0. Hence by
Lebesgue dominated convergence theorem it follows that ¢"(t) — 0 as n — oo uniformly
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on I. Thus one may conclude from (13) that z” — z° in C!(I, H) for all t € I. Let
J(B") = [;g(t,z")dt and J(B®) = [; g(t,z°)dt where z" and z° are the solutions of DES1
corresponding to B™ and B° respectively. Since, for all t € I, z — g¢(t,z) is continuous
on H, we have

o(t,2°()) = Jim o(5,2"(t)) on I
and consequently _
[ ott.2*@nat = tim [ at,z"e)ar
Clearly, this is equivalent to
J(B%) = lim J(B")
This completes the Lemma.

Theorem 2 Under the assumption of Lemma 1, there exists a B° € P, such that
J(B%) < J(B) for all b€ P,.

Proof Define v=inf{J(B),B € P;}. Since g(t,z) > 0, (t,z) € I x H, the infimum is
well defined and v > 0. Let { B*} be a minimizing sequence from P, i.e., lim; J(B*) = v.
Then by the compactness of P, there exists {B¥} c {B*} , still relabeled as {B*} and a
B® € P, such that B¥ — BO. Since B — J(B) is continuous, we have

v < J(B% = liinJ(B") =v
Hence J(B®) = v, implying that J(.) attains its infimum on P,. This completes the
theorem. :
4. The necessary conditions of optimality

For the proof of necessary conditions of optimality, we shall make use of Gateaux
differential of z(B) with respect to the oprator B where z(B) is the solution of DES1
corresponding to B € P,. Indeed, we show that the Gateaux differential of z at Bp in the
direction B, defined by:

#(Bo,B) = w - lign(a:(Bo + eB) — z(Bg))/e
exists and that it is the solution of a related differential equation.

Lemma 2 Let z(B) denote the solution of DESI corresponding to B € P,. then at each
point B® € P, the function B — z(B) has a weak Gateauz differential in the direction
B — B, denoted #(B°, B — B®), and it is the solution of the problem

¢ — Be = (B — B°) x z(B?)
{ e(0) = 0 (15)
Proof Let B°, B € Py, From the definition of Q and P, we know that for any € € (0,1],
there exists ¢° € Q such that B(¢*) = B* = B° + ¢(B — B°) € P;. Define
¢ = (a(B*) - 5(B%)/e € CV(1, H)
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Then using the differential equation DES1, one obtains:

{&—mw=w—wnwm)
$¢(0) =0

Since z(t,B) € C'(I,H) for any B € P;,t € I, and I C R is a closed bounded set.
P, € L(H) is compact set. So {¢¢ : € € (0,1]} is contained in a closed subset of C'(, H).
Hence from every sequence {¢" = ¢°~, ¢, € (0,1], &, — 0}, there exists a subsequence
{¢"*}, still relabeled as {¢"} and a ¢° such that ¢” — ¢° in C(I, H). Hence the Gateaux
differential of z exists and it is given by #(B°, B — B®) = ¢°. It remains to show that #°
is a solution of (15).

Since ¢° € Ly(I, H), #° e Ly(I, H), it is clear that ¢° € C(I, H), ¢°(0) is well defined
and ¢"(0) = O for all n. Hence ¢° satisfies the differential equation (15) and one may
identify ¢° as e. This completes the proof.

With the help of above Lemma, we prove the following necessary conditions for the
optimality of the operator B.

Theorem 3 Let y(t) € CY(I,H), ¢(B)=1/2||z(t, B) — y(t)lI}

OI: min J(B)= /g(B)dt
I
s.t. z(t,B)is the solution of DES1, B € P,

If B® is the best approzimation for the unknown operator, then
/ (B - B®)<(t, BY), z)dt > 0
I
Jor all B € Py, where z 1s the solution of the adjoint equation

(o Zymmem w0 e

end z(t, B®) is the solution of DESI corresponding to B® € P;.

Proof Since B — z(t, B) is weak Gateaux differentialable on Py, it follows that J as
defined above also has a Gateaux differential. Then in order that J attains its minimum
at B% € P, (whose existence is assured by the previous sections), it is necessary that

Jho(B - B%) = / (8(B°, B — B°),z(t, B%) — y(t))dt > 0 (17)
I ] -
for all B € Py, where % is the Gateaux differential as given in Lemma 2. The inequality can
be further simplified by introducing the so called adjoint variable z, which is the solution
of the following equation:

-z~ B*z = z(t, B°) — y(t)
2(To) =0
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Obviously, (16) has a solution.
Utilizing (16) into the above inequality and integrately by parts, one obtains:

/I((B — B%z(t, B®), 2)dt > 0

This completes the proof.
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