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Abstract: In this paper, the important Salzer’s theoremn for rational interpolation is
generalized to the multivariate vector valued case.
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1. Introduction

H.E.Salzer gave the following theorem in 1962 which can be used to convert nonlinear
interpolation problem into the linear one in osculatory rational interpolation.

Theorem 11  Denote by H(z) the collection of all univariate polynomials, suppose
p(z),q(z) € H(z),q(z;) # 0,s; € N. Then

i k P($) _ glk)y Doy k) (. _ s
() (qm)m,_—f“<f:)<;¢p‘“<rz>—(f(z)q(z)) (), k=01, s~ 1. (1)

Zhu and Gu ([2]), Gu ([3]) generalized Theorem 1 to the vector and matrix cases,
respectively. And in this paper, Theorem 1 is further generalized to the bivariate vector
case.

All vectors discussed in this paper are supposed to be d-dimensional, and d(z,y) =
(a1(z,y),a2(z,y) ,- -, aq(z,y)) is called bivariate vector valued function.

Definition 1 Let P = (z,y),Py = (z0,y0),d(z,y) has the limits @ = (aj,as,--,ay)
as P — Py, if imp_p, a;(z,y) = a; for i = 1,2,---,d. d(z,y) is continuous at Py if
HmP—vP() [i(l’, ?/) = 5(9307?/0)-

Definition 2 If lima,—o 35 {@(z+Az,y)-d(z, y)} exists, it is called the partial derivative
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of @(z,y) with respect z at (z,y), and denote its value by 6_«%1-:12 Similarly, denote the
partial derivative of d(z,y) with respect y at (z,y) by @é):—yl

nth partial derivatives of d@(z,y) are defined as (n — 1)st partial derivatives of a(z,y)
Oa(z.y

Jze0ys > U+ ¥ = n,u,v are nonegtive integers here and in the sequel

and we denote it by
of this paper.

2. Bivariate vector valued Salzer’s theorem

Denote by V;(z, y) the collection of all bivariate vector valued functions and by n(z, y)
the collection of all bivariate polynomials. Suppose all partial derivatives in this paper are
continuous. The following lemma is obviously.

Lemma 1
ak ak ak ak
- _ LA = k.
Fyor i(z,y) (Bz“ay"al(z’y)’ Gy as(z,y),  Gaidy as{z,y)),utv

By Leibnitz’s formula and

ak o o

a = d =k 2
8:c"3y"a(z’y) Oy® (31"‘1(2"1/)) ur ' (2)
it is easy to prove

Lemuna 2 Suppose ﬂ:c,y) € Vd(z,y),g(;c,y) € w(z,y) and their first nth partial deriva-
tives are continuous. Then

o - B * [(n aifau—ig
az"(fg) - ; <l> azi al.ﬂ-i’ (3)
P A n n aifan——ig
ayn(fg) ; (l) By’ ay"_‘a ( )
o -~ u v u v ai+jf 814-1’+u-—jg B
W(fg) - ;; (,) (]) dzidyi Oz 9y i’ u+tv=mn (5)

Theorem 2 Suppose P(z,y) = (p(z,y),p2(z,y),"

--p
‘K(Z,y),i = 1a27"'d> Q(zvy) € 7r(:‘:’y) and Q(wi,yj) #
continuous partial derivatives at (z;,y;). Then

—

i(z.9)) € Va(z,y), pi(2,y) €
0, f(z,y) has first (s;; — 1)st

-

o Plaiy;)) 0 -

p - 1y Avk: 11;"'vi"—'1» = K. 6
82“8:’}" Q(l‘i, yJ) axuayvf(z’ yJ) 0 S J u+v ( )
if and only if
ok - o
Ganage L0 U) = Gz fQEn) k=01 sy = Lutv =k (7)
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Proof For simplicity, denote (6}, (7) by

—

ak E B ak f
32:“33/" Q - 823"6]/"

and

k k
0 B J
62!"6}]” 3::"33/"

(fQ)

(8)

(9)

respectively. It is easy to examine that theorem 2 is valid for k = 0,1. Suppose theorem

2 is right for k = 0,1,---,m — 1, i.e.

* P o~ -
— = , k=0,1,---,m -1, = k.
(92:"3y" Q 6zuayuf m utv

are equivalent to

k k
0 B 0
613"33{" 31:“81/"

(qu)’ k:()’la"'vm'—la 'U.+'U:k,

we now prove that

o P ot -
A an oA~ ) k:()’lv"') ) :ks
azuayv Q (?z"ay" f m,u+v

if and only if

k k
0 P 0
az"ay" axuayv

From (13) and (5), one can derive the following

am

(qu)v k:Ovly"'amau+v = k.

arn

(')I“Oy" P = 32"0y“ (fQ)’
a"l ﬁ ant .
Bz“ay"(a )= Bz“By"(fQ)’

2“: i <u) (,v) it+i ﬁ au-i+u—jQ ~ Z": i (u> (’U) 6i+jf az;—i+t:—jQ
1=0 3=0 z ] al"‘ay-l Q BI"_’ay""J =0 j=0 z ] allayj al'”—’ayv_-l ’
u+v=r1m.

Since (10)is equivalent to (11), (14) can be simplified as
o 15 om .
60y @9 7 Gempy SO T
or B
87H/ f _ a?'l f
aru(‘)va - azu(‘)yu !

U-+v=m.
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(10)

(11)

(12)

(13)

(14)



Hence one get (12).
On the other hand, form (12) and (6),

o 5 o P v (u) (v & P ovitv-ig

bavdy | bavdy @) goaz:;) (z) (1) 8210yl Q Dzv—i0yv—i
Y (u) (v &t dau—i-{-u-—jQ am .

—1____20]_20 (z) (]) aziayjfazu—iayv-—j - 32:“6yv(fQ)’

so one get (13). Therefor by induction the theorem is proved.
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