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Abstract: This paper presents a new class of quasi-Newton methods for solving unconstrained
minimization problems. The methods can be regarded as a generalization of Huang class of
quasi-Newton methods. We prove that the directions and the iterations generated by the
methods of the new class depend only on the parameter p if the exact line searches are made
in each steps.
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1. Introduction

The restricted Huang class of quasi-Newton methods are very famous for solving the follow-
ing unconstrained optimization problem

min{f(z) | z € R},

where f : R™ — R is a continuously differentiable function whose gradient is denoted by g. The
updated matrix H}, is generated based on the following quasi-Newton equation

Hii1yx = sg,

where yx = gk+1 — gk and 8§ = Tg41 — Tk-
Recently, [1] (or [2]) gave a formula

y}fsk}

Ak(1) = cllgxl| + max{0, — ===
sl

(1.2)

where c¢ is a positive number, then we have a modified BFGS method as follows:
Brsksi Br | yR(wR)”
3 Besk, sty

Bi41 = By —

¥

where yf = yi + Ax(1)sk.
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Just like Ax(1), we can construct some formulas such as

Ak(2) = prax, (1.3)
T ——
Where ap = ”gkil(g::l gk)", Lk 2 0’ and
2(fx — fre+1) + (gre1 + 9)T's
443 =% +1)||3k(”2+1 i} (1.4)

where fi = f(zk).
We denote Ag(1), Ax(2), Ax(3) and so on, as Ag, and modify the famous methods such as
BFGS, DFP and Broyden as follows

BiskstBe . yi(yo)T

Biy1 =By —
st Bgsg styx

’

szksk
T, *
Sk Yk

ve(Wa)" _ visk Br + Brse(yp)®

Bry1=Br—(1+ - *
SkYE Sk Vi

)

)

and B rg ( )T
%SkSy Br | YR(Uk T
— + (s Bysi)
st Brsi, styt (5K

1
2

T
Bgy1 = B — WrWi

where wg = ;#’;F - ;%;ﬁ: and ¢ is a scalar parameter, y; = yx + AxSk.
k9K k

Using the Huang formula
Hii1 = Hi + spuj + Heyrvf

where
T
ug = @115k + a12Hj, vk,
— HT
Vg = G215k + G2z Yk,
u, and vy satisfy
up Yk = p,
Ugyk =-1,

and Hy.; satisfies Hg1Yx = pSk, we propose the following new Huang formula:

Hi1 = Hi + si(up)” + Hiyi (k)7 (1.5)
where
Yi = Yk + Ak())sk, i =1,2,3, (1.6)
up = a8k + algH,Z'y,:, 1.n
vE = ag 8k + az HE ¥ (1.8)
uj, and v§ satisfy )Ty = p
{ ()75 = 1. (9]
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We can easily deduce that Hy; satisfies the equation
Hi 1y, = psk (1.10)

We shall call the methods which satisfy (1.5)-(1.9) modified Huang class (M-Huang class).
The remainders of this paper are organized as follows. In Section 2, we present the M-Huang
methods with exact line search. The verification of the properties of the M-Huang class is given

in Section 3. We have a discussion in Section 4.
2. Statement of the algorithm

In this section, we give an algorithm which is based on the M-Huang class formula and exact

line search.

Algorithm 2.1
Step G: Choose an initial point xp € R™, an initial matrix Hy € R™" and a parameter p.
Set k := 0.
Step 1: If g¢ = 0, stop.
Step 2: Solve the problem
dr = —HE gk (2.1)

to get a search direction dy.

Step 3: Find af with exact line search:
flzk + agde) = glzigf(% + ady).
Step 4: Set zx41 = ¢ + afdr. Update Hi1; by the following formula:
Hyyr = Hy + si(ur)” + Hyyio(vr)"

where yj, uy and v satisfy the equations (1.6)-(1.9).
Step 5: Set k:= k + 1 and go to step 1.

In Section 3, we will study the properties of the above algorithm.
3. Some properties of M-Huang class

In this section, we will show that Algorithm 2.1 generates the same directions and the
iterates which depend only on the parameter p for each A;. In doing so, we first give the
following lemma.

Lemma 3.1 Suppose that {(zx, Hk,di)} is gerenated by Algorithm 2.1 and for all k,

gk 5k #0, (3.1)
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then (2.1) can be denoted as

d =11 * THT T — sk(y;)T HT
k1 = — {1+ a22(yx)” Hi 41} o 1Hj; 941~

kJk
*\T
* S
() B a1 - 2L a7, (32)
k Ik

Proof By using the exact line search, we obtain for all k that
Gis15k = 0. (3.3)
Using the equalities (2.1) and (3.3), we have

di+1 = —H131+19k+1
= — [Hi + se(uf)T + Hegi ()71 g
= — Hl g1 — upst grr1 — v (k) T HE g
= — Hf gi1 — [azsk + aze HE ()} (wi)” H 9
= — H{ gk41 — |a218k + azo HY g1 — 022 Hy g + a2 A HY si|(yi)T Hy gk
=—{1+ azz(y,’;)THkTng }Hf;”gku —ao (y]:)THEgk+15k+

a2 (y}) T HY gk HY 9 — a22 Ak (yp)T HE gkr1 Hi S

From ;—;sk = dy = —HF gk, we get
* a22 *
dry1 = — {1 + az2(y})T HF gk1}Hi g1 — lazn + > 1(wi)" H ghs156—
k
ao Ax(yp)THY g1 HE s (3.4)

On the other hand,

a2\ T x __ T % Q22 T *HT

—(@21 + " )sk Yk = — [a218; Yk — > (yk) Qi gx)
ap ay,

= — lan st vi — az2(vi)T Hy 98)
=— [azlszy; + azz(yZ)THgyl:] + a22(yZ)THEQk+1 + a22Ak(Z/;)THE3k

= — [ag18k + anggyZ]Ty}: + a22(yi)THEgk+1 + azzAk(yl’:)TH{sk’
which combining with (1.7) and (1.9) yields

Q *
~(an + Z2)sTy = 1+ ) HE s + am Acu) H s 39
k
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By using (3.5) and (3.4), we obtain

dit1 = — {1+ a22(yp) T HE g1 YHE gr1+
1+ axn(yg)T HE gr1 + axnAk(yp)THE sk
T, % (
S Uk
a2 Ar(yi)THE ges1 Hi sk

yr) T HY gey155—

1+ azn(y;)THY gkt (

T = yZ)THEQk+1Sk+
Sk Yk

= — {1+ a22(y}) " HE g1 YHE g1 +

a2 Ax(yg) T Hi sk

T, %
Sk Yk

=~ {1+ ag2(y;) T Hi grs1 I —

(i) HE gi15k — aoaAi(yh) T HE grs1 HY sk

sk(yz)T] T
— | Hj gk+1—
Sfyk

*

k Yk
From the above formula of di41, we can see that the search direction di; is only dependent

s «\T
an Ak () B g1 — G s,

on A but is not dependent on p. For example, If we use
Yk = Yk + Ar(2)sk,

then we have

*\T
* Sk\Y
duss == {1+ omlu) " B g} — 2L T gy -
k Yk
*\T'
" Sk
azopikar(yi) " HE geaa (I — —(%/%]HESIC-
Sk Yk
The following Theorem 3.1 is our main result in this paper.

Theorem 3.1 Suppose that {zy} is generated by Algorithm 2.1. If for all k (3.1) holds, then
{z+} is dependent only on the parameter p.

Proof It is easy to verify that, for a given M-Huang class, if zo and Hy are the same for all
members in this class, then z1, sp and yg are also the same. From Lemma 3.1, we can deduce
that dy, z2, s1 and y; are the same. Supposing that we have proved that zo,71,...,Tky1 are the’
same, we will prove that xx2 is also the same.

From Lemma 3.1, we can denote that
di1 = —{1 + az2 (y%) " H{ gr1 Y ReHE g1 — aooAw(y)" HF g1 RiHF sk, (3.6)
where R, = I — 8—"3%’521.
k ¥k
Since for all k, Rs, = 0, so we get
Ri+15k+1 =041 Rev1di1
=~ a1 {1 + a22(¥i)" HE 9x11} Res1 ReHY g1 —
0410224k ()T HY gkyr Rir1 ReHE si
=0.
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Thus,

a2 Ak (yp) T HE gea T
- Ry 1R Hj sg. 3.7
1+ az2(yp)T HY gre1 RS Sk (3.7)

R RiHY gy =

From Rnggk = —Elkask = 0, we have
Ry} = Ri(a118k + a12HR y}) = a11Resk + a12ReHY (yx + Arsi).

So

Rpuj, = alszHl?Qk+1 +a12Ax R HY s
Similarly, we also obtain
Rk'UZ = Rk(amsk + azzHZy,';) = angkaTng + a22AkRkH}:¢FSk- (3.9)

Again, using (1.7), we have

* Sk(yl:)T * * Sk
Ryup, = [ — —5"—|ug = up — p—5—~ 3.10
=l 2R = p 2 (3.10)
and
* Sk(yE)T * * Sk
Ryvy = [I — ——vp = v + <. (3.11
k [ S{yk ] & k si‘yk )
Combining (3.8) with (3.10) and (3.7), we have
* * Sk
Riru =Rps1 (Reug + p—ps)
Si Uk
Ry.gs
=a12Re+1 RiHE ge+1 + 012 Ak Riya R HE sk + P—fq%:’i-
k Yk
So
Ay T Rpv18k
R Uy =a Rk RkH Sk + T 3.12
k+1Ug 127 T azz(y,’;)TH,fng +1 k p Sfyk ( )
Combining (3.9) with (3.11) and (3.7), we also have
Sk Ak T Rit15.
Ris1vh = Bepr (Bivf — ) =a Res1ReHT s — =541% (313
w1k = B (Rivi s,fy,’;) 21+ an(y)THE gin L sy uR (3.13)
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From (1.5), (3.12) and (3.13), we have

Riw1 Hiyy =Rupr (Hy + se(uf)™ + Hyyi (07)")"

=Ry HF + Repru}st + Reivi(wp)THY

A Riq18 ,
k k+1k}z+

Ryp1 ReHE s, + p—a—
1+ ag(y})THE g1 k styr

Ay T Ryv18k,, o7 o1
a Ry 1Ry Hj, s — Yy ) H,
[ 21 +022(QE)TH1?Q&+1 RS ER TR 5;1;1/;: )" Hy

:Rk-H Hg + [alz

Sk Rk 18kST
=Rpp1H{ = Rrq1 (yk) HY +p——k 4
sE YR Sk Yk

Ay
1+ agg(y;)TH,{ng
Riy1sksy

T, *
St Y

Riy1 R HE skaiose + azoHeyp)”

=Ry 1 R HY +

A
L+ an(y)THE g

R}H,]Rngsk(alzsk + agngy,:)T

Hence,
T
&S ,
Res1 HE ) = Reg1 RiHY By + pRis1> J’; (3.14)
Sk Yk
where 4
. k *\T'
By =TI+ ska23k+a,22Hky ) , k=0,1,2,---
1+ as(yp)T HE gia (@ k
By letting B = I and I be the identity matrix, we obtain
Sk—198 1\ 1
]fk.Hk =Ri Ry lHk 1B 1+ka—-—-——7~
Sh_1Yi
k k-2 k-1 sk T
= 1R HE Bir) + 0re S]] (B2 f L Bi)] + pRy——— =,
=0 Sk-1Ypy
=0 =0 i=7+41

which combining with (3.6) yields that the search direction di1 is dependent only on the pa-
rameter p. This complete the proof.

I«in)1‘ different Ay, By = 1+ H_—amz—‘;ﬁmsk {a125k +a22Hky;)T is different. Consequently,
RiHY is also different. This makes the sequence of {z)} different. For example, if let Ay =
Ar(2) = prag, then we have

k
r Hi—105-1 r
RiHy = ] BB+ sj—1(a1285-1 + az2Hj1(yj_1) " )I}+
JI=IO 7 1+(122(’yj I)THJTl g 3= §—-1{Y51
k=2 k-1 r
3(8,) Hily r
Rk. { {R J J* (I+ - vz 3~(a123A+a22H‘yx_t +
j};o igrl " sty U4 an(y?)TH gy 20 ;) )}
T
Sk~18
pRy 2Lkl
Sk-1Yr_1
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4. Disscussion

In this paper, we prove that all of the M-Huang class have the same search direction and
that the iteration is dependent only on the parameter p if the exact line searches are made
in each steps. But the property that Algorithm 2.1 stops in finite steps for convex quadratic
programming has not been proved yet. This might be an important topic of further research.
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