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#### Abstract

The multiple vector－valued wavelet packets are defined and investigated．A proce－ dure for constructing the multiple vector－valued wavelet packets is presented．The properties of multiple vector－valued wavelet packets are discussed by using integral transformation and operator theory．Finally，new orthogonal bases of $L^{2}\left(R, C^{s \times s}\right)$ is constructed from the orthog－ onal multiple vector－valued wavelet packets．
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## 1．Introduction

In order to improve the localization of the frequency field of wavelet bases，Coifman and Meyer firstly introduced the notion of orthogonal univariate wavelet packets．They have been applied to signal processing ${ }^{[1]}$ ，image compression ${ }^{[2]}$ ，solving integral equations ${ }^{[3]}$ and so on． Yang ${ }^{[4]}$ constructed a－scale orthogonal multiwavelet packets which are more flexible in applica－ tions．Xia and Suter ${ }^{[5]}$ introduced the notion of multiple vector－valued wavelets and investigated the construction of multiple vector－valued wavelets．Multiple vector－valued wavelets are a class of generalized multiwavelets ${ }^{[6]}$ ．However，multiwavelets and multiple vector－valued wavelets are different in the following sense．For example，prefiltering is usually required for discrete multi－ wavelet transforms ${ }^{[7]}$ but not necessary for discrete multiple vector－valued wavelet transforms． Video image and medical CT formation are nevertheless multiple vector－valued signals．Thus，it is necessary to extend the notion of orthogonal wavelet packets to the case of orthogonal multi－ ple vector－valued wavelets．Inspired by［4］and［5］，we shall give the definition of the orthogonal multiple vector－valued wavelet packets and investigate their properties．

Throughout this paper，let R and C be sets of all real and complex numbers，respectively． Let Z stand for all integers and $Z_{+}=\{z: z \geq 0, z \in Z\}$ ．Assume $s$ is a constant and $2 \leq s \in Z$ ． Write by $\ell^{2}(Z)^{s \times s}=\left\{\mathbf{Q}: Z \longrightarrow C^{s \times s},\|\mathbf{Q}\|_{2}=\left(\sum_{c, \jmath=1}^{s} \sum_{k \in Z}\left|q_{2, \jmath}(k)\right|^{2}\right)^{\frac{1}{2}}<+\infty\right\}$ ．By $\mathbf{I}_{s}$ and $\mathbf{O}$ ，we denote the $s \times s$ identity matrix and zero matrix，respectively．The space $L^{2}\left(R, C^{s \times s}\right)$ is defined as the set of all multiple vector－valued function $H(t)$ ，i．e．，
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L^{2}\left(R, C^{s \times s}\right):=\left\{H(t):=\left($$
\begin{array}{cccc}
h_{11}(t) & h_{12}(t) & \cdots & h_{1 s}(t) \\
h_{21}(t) & h_{22}(t) & \cdots & h_{2 s}(t) \\
\cdots & \cdots & \cdots & \cdots \\
h_{s 1}(t) & h_{s 2}(t) & \cdots & h_{s s}(t)
\end{array}
$$\right): $$
\begin{array}{c}
t \in R, h_{k l}(t) \in L^{2}(R) \\
k, l=1,2, \ldots, s
\end{array}
$$\right\}
\]

For any $H \in L^{2}\left(R, C^{s \times s}\right),\|H\|$ denotes the norm of $H$, i.e., $\|H\|:=\left(\sum_{k, l=1}^{s} \int_{R}\left|h_{k, l}(t)\right|^{2} \mathrm{~d} t\right)^{1 / 2}$. Its integration $\int_{R} H(t) \mathrm{d} t$ is defined as $\int_{R} H(t) \mathrm{d} t:=\left(\int_{R} h_{k, l}(t) \mathrm{d} t\right)_{k, l=1}^{s}$, and the Fourier transform of $H(t)$ is defined as $\widehat{H}(\omega):=\int_{R} H(t) \exp \{-i \omega t\} \mathrm{d} t, \omega \in R$. For two multiple vector-valued functions $H, G \in L^{2}\left(R, C^{s \times s}\right)$, their symbol inner product is defined to be $\langle H, G\rangle:=\int_{R} H(t) G(t)^{*} \mathrm{~d} t$. Here and afterwards, ${ }^{*}$ means the transpose and the complex conjugate.

Definition 1 A multiple vector-valued function $H(t) \in L^{2}\left(R, C^{s \times s}\right)$ is said to be orthogonal, if its integer translations satisfy

$$
\begin{equation*}
\langle H(\cdot), H(\cdot-k)\rangle=\delta_{0, k} \mathbf{I}_{s}, \quad k \in Z, \tag{1}
\end{equation*}
$$

where $\delta_{0, k}$ is the Kronecker symbol, i.e., $\delta_{0, k}=1$ when $k=0$ and $\delta_{0, k}=0$ when $k \neq 0$.
Definition 2 We say a sequence of multiple vector-valued functions $\left\{H_{k}(t)\right\}_{k \in Z} \subset \mathbf{U} \subset$ $L^{2}\left(R, C^{s \times s}\right)$ is an orthogonal basis of $\mathbf{U}$ if it satisfies formula (1) and for any $\Gamma(t) \in \mathbf{U}$, there exists a unique sequence $\left\{P_{k}\right\}_{k \in Z}$, of which each element is an $s \times s$ matrix such that

$$
\Gamma(t)=\sum_{k \in Z} P_{k} H_{k}(t), \quad t \in R
$$

This paper is organized as follows: In Section 2, we briefly recall the concept of vectorvalued multiresolution analysis. In Section 3, we give our main result, the definition of the multiple vector-valued wavelet packets and their properties. In the final section, new orthogonal bases of $L^{2}\left(R, C^{s \times s}\right)$ will be constructed.

## 2. Vector-valued multiresolution analysis

We begin with the generic setting of a vector-valued multiresolution analysis of $L^{2}\left(R, C^{s \times s}\right)$. Let $\Upsilon(t) \in L^{2}\left(R, C^{s \times s}\right)$ satisfy the following refinement equation:

$$
\begin{equation*}
\Upsilon(t)=4 \cdot \sum_{k \in Z} A_{k} \Upsilon(4 t-k) \tag{2}
\end{equation*}
$$

where $\left\{A_{k}\right\}_{k \in Z} \in \ell^{2}(Z)^{s \times s}$ is a finitely supported sequence of $s \times s$ matrices.
Without loss of generality, we assume $\widehat{\Upsilon}(\omega)$ is continuous at the origin and $\widehat{\Upsilon}(0)=\mathbf{I}_{s}$.
Define a closed subspace $\mathbf{V}_{j} \subset L^{2}\left(R, C^{s \times s}\right)$ by

$$
\begin{equation*}
\mathbf{V}_{j}=\operatorname{clos}_{L^{2}\left(R, C^{s \times s}\right)}\left(\operatorname{Span}\left\{\Upsilon\left(4^{j} \cdot-k\right): k \in Z\right\}\right), j \in Z . \tag{3}
\end{equation*}
$$

If the closed subspace sequence $\left\{\mathbf{V}_{j}\right\}_{j \in Z}$ defined in (3) satisfies the following conditions: (i). $\cdots \subset \mathbf{V}_{-1} \subset \mathbf{V}_{0} \subset \mathbf{V}_{1} \subset \cdots$;
(ii). $\bigcap_{j \in Z} \mathbf{V}_{j}=\{\mathbf{O}\} ; \bigcup_{j \in Z} \mathbf{V}_{j}$ is dense in $L^{2}\left(R, C^{s \times s}\right)$;
(iii). $H(\cdot) \in \mathbf{V}_{j} \Longleftrightarrow H(4 \cdot) \in \mathbf{V}_{j+1}, \forall j \in Z$;
(iv). The families $\{\Upsilon(t-k), k \in Z\}$ forms an orthogonal basis for $\mathbf{V}_{0}$;
then we say $\Upsilon(t)$ in (2) generates a vector-valued multiresolution analysis $\left\{\{\mathbf{V}\}_{j \in Z}, \Upsilon(t)\right\}$ and $\Upsilon(t)$ is called a multiple vector-valued scaling function.

Let $\mathbf{W}_{j}, j \in Z$, be the orthocomplementary space of $\mathbf{V}_{j}$ in $\mathbf{V}_{j+1}$ and there exist three multiple vector-valued function $\Gamma_{\nu}(t) \in L^{2}\left(R, C^{s \times s}\right), \nu=1,2,3$, such that their translations and dilations form a Riesz basis of $\mathbf{W}_{j}$, i.e.,

$$
\begin{equation*}
\mathbf{W}_{j}=\operatorname{clos}_{L^{2}\left(R, C^{s \times s}\right)}\left\langle\Gamma_{\nu}\left(4^{j} \cdot-k\right): k \in Z, \nu=1,2,3\right\rangle, j \in Z \tag{4}
\end{equation*}
$$

Since $\Gamma_{\imath}(t) \in \mathbf{W}_{0} \subset \mathbf{V}_{1}, \imath=1,2,3$, there exist three finitely supported sequences of $s \times s$ matrices $\left\{B_{k}^{(\imath)}\right\}_{k \in Z} \in \ell^{2}(Z)^{s \times s}$ such that $\Gamma_{\imath}(t)=4 \cdot \sum_{k \in Z} B_{k}^{(\imath)} \Upsilon_{\imath}(4 t-k), \imath=1,2,3$.

If $\Upsilon(t) \in L^{2}\left(R, C^{s \times s}\right)$ is an orthogonal multiple vector-valued scaling function, then by Definition 1, we have

$$
\begin{equation*}
\langle\Upsilon(\cdot), \Upsilon(\cdot-n)\rangle=\delta_{0, n} \mathbf{I}_{s}, \quad n \in Z \tag{5}
\end{equation*}
$$

We say that $\Gamma_{\imath}(t) \in L^{2}\left(R, C^{s \times s}\right), \imath=1,2,3$, are orthogonal multiple vector-valued wavelet functions associated with the orthogonal multiple vector-valued scaling function $\Upsilon(t)$ if

$$
\begin{equation*}
\left\langle\Upsilon(\cdot), \Gamma_{\imath}(\cdot-n)\right\rangle=\mathbf{O}, \quad \imath=1,2,3, \quad n \in Z, \tag{6}
\end{equation*}
$$

and $\left\{\Gamma_{\imath}(t-k), k \in Z, \imath=1,2,3\right\}$ is an orthogonal basis of $\mathbf{W}_{0}$. Then, we have

$$
\begin{equation*}
\left\langle\Gamma_{\imath}(\cdot), \Gamma_{\jmath}(\cdot-n)\right\rangle=\delta_{0, n} \mathbf{I}_{s}, \imath, \jmath \in\{1,2,3\}, n \in Z \tag{7}
\end{equation*}
$$

Lemma 1 Let $H(t) \in L^{2}\left(R, C^{s \times s}\right)$. Then $H(t)$ is an orthogonal multiple vector-valued function if and only if

$$
\begin{equation*}
\sum_{l \in Z} \widehat{H}(\omega+2 l \pi) \widehat{H}(\omega+2 l \pi)^{*}=\mathbf{I}_{s} \tag{8}
\end{equation*}
$$

Proof If $H(t)$ is an orthonormal function, then we get from (1) that

$$
\begin{aligned}
\delta_{0, k} \mathbf{I}_{s} & =\langle H(\cdot), H(\cdot-k)\rangle=\frac{1}{2 \pi} \int_{R} \widehat{H}(\omega) \widehat{H}(\omega)^{*} \cdot \exp \{i k \omega\} \mathrm{d} \omega \\
& =\frac{1}{2 \pi} \int_{0}^{2 \pi} \sum_{l \in Z} \widehat{H}(\omega+2 l \pi) \widehat{H}(\omega+2 l \pi)^{*} \cdot \exp \{i k \omega\} \mathrm{d} \omega
\end{aligned}
$$

which implies (8). The converse is obvious.
By Lemma 1, Formulas (5)-(7) and Fourier transformation, we can obtain the following Lemma 2.

Lemma $2^{[5]}$ Let $\Upsilon(t) \in L^{2}\left(R, C^{s \times s}\right)$ be an orthogonal multiple vector-valued scaling function. Assume $\Gamma_{\imath}(t) \in L^{2}\left(R, C^{s \times s}\right), \imath=1,2,3$, are orthogonal multiple vector-valued wavelet functions associated with $\Upsilon(t)$. Then

$$
\begin{equation*}
\sum_{\sigma=0}^{3} \mathcal{A}[\omega+(\sigma \pi) / 2] \mathcal{A}[\omega+(\sigma \pi) / 2]^{*}=\mathbf{I}_{s}, \quad \omega \in R \tag{9}
\end{equation*}
$$

$$
\begin{align*}
& \sum_{\sigma=0}^{3} \mathcal{A}[\omega+(\sigma \pi) / 2] \mathcal{B}^{(2)}[\omega+(\sigma \pi) / 2]^{*}=\mathbf{O}, \imath=1,2,3, \omega \in R .  \tag{10}\\
& \sum_{\sigma=0}^{3} \mathcal{B}^{(2)}[\omega+(\sigma \pi) / 2] \mathcal{B}^{(\jmath)}[\omega+(\sigma \pi) / 2]^{*}=\delta_{\imath, \jmath} \mathbf{I}_{s}, \imath, \jmath=1,2,3 . \tag{11}
\end{align*}
$$

We now present multiple vector-valued Meyer wavelets as a special family of multiple vectorvalued wavelets. For details on scalar-valued Meyer wavelets, see [8]. Let

$$
\widehat{\Upsilon}(\omega)=\left\{\begin{array}{cc}
\mathbf{I}_{s}, & |\omega|<\frac{2 \pi}{3}  \tag{12}\\
\cos \left[\frac{\pi}{2} f\left(\frac{3}{2 \pi}|\omega|-1\right)\right] \Lambda(\omega), & \frac{2 \pi}{3} \leq|\omega| \leq \frac{4 \pi}{3} \\
0, & \text { otherwise }
\end{array}\right.
$$

where $\Lambda(\omega)$ is paraunitary and $\Lambda\left(\frac{2 \pi}{3}\right)=\Lambda\left(-\frac{2 \pi}{3}\right)=\mathbf{I}_{s}$, and $f(t)$ is a scalar-valued smooth function such that

$$
f(t)=\left\{\begin{array}{ll}
1, & t \geq 1, \\
0, & t \leq 0,
\end{array} \quad \text { and } f(t)+f(1-t)=1, \quad \text { for } t \in(0,1)\right.
$$

Then, after computation, for $\omega \in R$, we obtain that $\sum_{k \in Z} \widehat{\Upsilon}(\omega+2 k \pi) \widehat{\Upsilon}(\omega+2 k \pi)^{*}=\mathbf{I}_{s}$.
By Lemma 1, $\Upsilon(t)$ is orthogonal. This implies that the multiple vector-valued functions $\Upsilon(t)$, defined in (12), is a multiple vector-valued scaling function. Similar to the scalar-valued Meyer wavelets ${ }^{[8, \mathrm{p} 138]}$ the corresponding lowpass filter $\mathcal{A}(\omega)$ is

$$
\mathcal{A}(\omega)=\sum_{k \in Z} \widehat{\Upsilon}(2(\omega+2 k \pi)), \quad \omega \in R
$$

By using paraunitary vector filter theory ${ }^{[5]}$, we can obtain three filter functions $\mathcal{B}^{(1)}(\omega), \mathcal{B}^{(2)}(\omega)$, $\mathcal{B}^{(3)}(\omega)$ satisfying (10) and (11). Let $\widehat{\Gamma}_{\imath}(\omega)=\mathcal{B}^{(\imath)}(\omega / 4) \widehat{\Upsilon}(\omega / 4), \imath=1,2,3$. Then, $\Gamma_{\imath}(t), \imath=1,2,3$, are multiple vector-valued Meyer wavelets ${ }^{[5]}$.

## 3. The properties of multiple vector-valued wavelet packets

Xia and Suter ${ }^{[5]}$ introduced the multiple vector-valued wavelets and studied the construction of the multiple vector-valued wavelets. In this section, we shall define the multiple vector-valued wavelet packets and discuss their properties. First, we set

$$
\mathbf{\Psi}_{0}(t)=\Upsilon(t), \quad \boldsymbol{\Psi}_{\imath}(t)=\Gamma_{\imath}(t) ; \quad P_{k}^{(0)}=A_{k}, \quad P_{k}^{(\imath)}=B_{k}^{(\imath)}, \quad \imath=1,2,3, \quad k \in Z
$$

Definition 3 The family of multiple vector-valued functions $\left\{\boldsymbol{\Psi}_{4 n+\lambda}(t), n=0,1,2, \ldots, \lambda=\right.$ $0,1,2,3\}$ is called a multiple vector-valued wavelet packets with respect to the orthogonal multiple vector-valued scaling function $\Upsilon(t)$ where

$$
\begin{equation*}
\boldsymbol{\Psi}_{4 n+\lambda}(t)=4 \cdot \sum_{k \in Z} P_{k}^{(\lambda)} \boldsymbol{\Psi}_{n}(4 t-k), \lambda=0,1,2,3 \tag{13}
\end{equation*}
$$

By implementing the Fourier transform for the both sides of (13), we have

$$
\begin{equation*}
\widehat{\boldsymbol{\Psi}}_{4 n+\lambda}(\omega)=\mathcal{P}^{(\lambda)}(\omega / 4) \widehat{\boldsymbol{\Psi}}_{n}(\omega / 4), \lambda=0,1,2,3 \tag{14}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{P}^{(\lambda)}(\omega)=\sum_{k \in Z} P_{k}^{(\lambda)} \cdot \exp \{-i k \omega\}, \quad \omega \in R \tag{15}
\end{equation*}
$$

Then $\mathcal{P}^{(0)}(\omega)=\mathcal{A}(\omega), \mathcal{P}^{(2)}(\omega)=\mathcal{B}^{(2)}(\omega), \imath=1,2,3$. Formulas (9)-(11) can jointly be written as

$$
\begin{equation*}
\sum_{\sigma=0}^{3} \mathcal{P}^{(\imath)}\left(\omega+\frac{\sigma \pi}{2}\right) \mathcal{P}^{(\jmath)}\left(\omega+\frac{\sigma \pi}{2}\right)^{*}=\delta_{\imath, \jmath} \mathbf{I}_{s}, \quad \imath, \jmath \in\{0,1,2,3\}, \omega \in R \tag{16}
\end{equation*}
$$

It is evident that Formula (16) is equivalent to

$$
\begin{equation*}
\sum_{\sigma \in Z} P_{\sigma+4 k}^{(\imath)}\left(P_{\sigma+4 l}^{(\jmath)}\right)^{*}=\frac{1}{4} \delta_{\imath, \jmath} \delta_{k, l} \mathbf{I}_{s}, \quad \imath, \jmath \in\{0,1,2,3\}, \quad k, l \in Z \tag{17}
\end{equation*}
$$

In the following, we will discuss properties of the multiple vector-valued wavelet packets.
Theorem 1 If $\left\{\boldsymbol{\Psi}_{n}(t), n \in Z_{+}\right\}$are multiple vector-valued wavelet packets with respect to the orthogonal multiple vector-valued scaling function $\Upsilon(t)$, then for every $n \in Z_{+}$, we have

$$
\begin{equation*}
\left\langle\mathbf{\Psi}_{n}(\cdot-j), \mathbf{\Psi}_{n}(\cdot-k)\right\rangle=\delta_{j, k} \mathbf{I}_{s}, \quad j, k \in Z \tag{18}
\end{equation*}
$$

Proof (i) Formula (18) follows from (5) for the case of $n=0$. (ii) Assume that Formula (18) holds, for the case of $0 \leq n<4^{\mathcal{L}}$, where $\mathcal{L}$ is a positive integer. Then, when $4^{\mathcal{L}} \leq n<4^{\mathcal{L}+1}$, we have $4^{\mathcal{L}-1} \leq\left[\frac{n}{4}\right]<4^{\mathcal{L}}$ where $[\rho]=\max \{\nu \in Z, \nu \leq \rho\}$. Order $n=4\left[\frac{n}{4}\right]+\lambda, \lambda=0,1,2,3$. By induction assumption and Lemma 1, we obtain

$$
\begin{equation*}
\left\langle\boldsymbol{\Psi}_{\left[\frac{n}{4}\right]}(\cdot-j), \boldsymbol{\Psi}_{\left[\frac{n}{4}\right]}(\cdot-k)\right\rangle=\delta_{j, k} \mathbf{I}_{s} \Longleftrightarrow \sum_{l \in Z} \widehat{\boldsymbol{\Psi}}_{\left[\frac{n}{4}\right]}(\omega+2 l \pi) \widehat{\boldsymbol{\Psi}}_{\left[\frac{n}{4}\right]}(\omega+2 l \pi)^{*}=\mathbf{I}_{s} \tag{19}
\end{equation*}
$$

According to Lemma 1 and Formulas (14), (16), (19), we have

$$
\begin{aligned}
& \left\langle\mathbf{\Psi}_{n}(\cdot-j), \boldsymbol{\Psi}_{n}(\cdot-k)\right\rangle \\
& \quad=\frac{1}{2 \pi} \int_{R} \widehat{\boldsymbol{\Psi}}_{n}(\omega) \widehat{\boldsymbol{\Psi}}_{n}(\omega)^{*} \cdot \exp \{-i(j-k) \omega\} \mathrm{d} \omega \\
& =\frac{1}{2 \pi} \sum_{l \in Z} \int_{8 l \pi}^{8(l+1) \pi} P^{(\lambda)}\left(\frac{\omega}{4}\right) \widehat{\boldsymbol{\Psi}}_{\left[\frac{n}{4}\right]}\left(\frac{\omega}{4}\right) \widehat{\boldsymbol{\Psi}}_{\left[\frac{n}{4}\right]}\left(\frac{\omega}{4}\right)^{*} P^{(\lambda)}\left(\frac{\omega}{4}\right)^{*} \cdot e^{-i(j-k) \omega} \mathrm{d} \omega \\
& =\frac{2}{\pi} \int_{0}^{2 \pi} P^{(\lambda)}(\omega)\left\{\sum_{l \in Z} \widehat{\boldsymbol{\Psi}}_{\left[\frac{n}{4}\right]}(\omega+2 l \pi) \widehat{\boldsymbol{\Psi}}_{\left[\frac{n}{4}\right]}(\omega+2 l \pi)^{*}\right\} P^{(\lambda)}(\omega)^{*} \cdot e^{-4 i(j-k) \omega} \mathrm{d} \omega \\
& =\frac{1}{\pi} \int_{0}^{\frac{\pi}{2}} \sum_{\sigma=0}^{3} \mathcal{P}^{(\lambda)}\left(\omega+\frac{\sigma \pi}{2}\right) \mathcal{P}^{(\lambda)}\left(\omega+\frac{\sigma \pi}{2}\right)^{*} \cdot e^{-4 i(j-k) \omega} \mathrm{d} \omega \\
& =\delta_{j, k} \mathbf{I}_{s} .
\end{aligned}
$$

Theorem 2 If $\left\{\mathbf{\Psi}_{n}(t), n \in Z_{+}\right\}$are multiple vector-valued wavelet packets with respect to the orthogonal multiple vector-valued scaling function $\Upsilon(t)$, then for every $n \in Z_{+}$, we have

$$
\begin{equation*}
\left\langle\mathbf{\Psi}_{4 n+\lambda}(\cdot), \mathbf{\Psi}_{4 n+\mu}(\cdot-k)\right\rangle=\delta_{\lambda, \mu} \delta_{0, k} \mathbf{I}_{s}, \quad \lambda, \mu=\{0,1,2,3\}, \quad k \in Z \tag{20}
\end{equation*}
$$

Proof By Formulas (14) and (16), we get that

$$
\begin{aligned}
\left\langle\boldsymbol{\Psi}_{4 n+\lambda}(\cdot), \boldsymbol{\Psi}_{4 n+\mu}(\cdot-k)\right\rangle & =\frac{1}{2 \pi} \int_{R} P^{(\lambda)}\left(\frac{\omega}{4}\right) \widehat{\boldsymbol{\Psi}}_{n}\left(\frac{\omega}{4}\right) \widehat{\boldsymbol{\Psi}}_{n}\left(\frac{\omega}{4}\right)^{*} P^{(\mu)}\left(\frac{\omega}{4}\right)^{*} \cdot e^{i k \omega} \mathrm{~d} \omega \\
& =\frac{1}{2 \pi} \int_{0}^{8 \pi} P^{(\lambda)}\left(\frac{\omega}{4}\right)\left\{\sum_{l \in Z} \widehat{\mathbf{\Psi}}_{n}\left(\frac{\omega}{4}+2 l \pi\right) \widehat{\boldsymbol{\Psi}}_{n}\left(\frac{\omega}{4}+2 l \pi\right)^{*}\right\} P^{(\mu)}\left(\frac{\omega}{4}\right)^{*} e^{i k \omega} \mathrm{~d} \omega \\
& =\frac{2}{\pi} \int_{0}^{2 \pi} P^{(\lambda)}(\omega) P^{(\mu)}(\omega)^{*} \cdot \exp \{4 i k \omega\} \mathrm{d} \omega \\
& =\frac{2}{\pi} \int_{0}^{\frac{\pi}{2}} \sum_{\sigma=0}^{3} \mathcal{P}^{(\lambda)}\left(\omega+\frac{\sigma \pi}{2}\right) \mathcal{P}^{(\mu)}\left(\omega+\frac{\sigma \pi}{2}\right)^{*} \exp \{4 i k \omega\} \mathrm{d} \omega \\
& =\frac{2}{\pi} \int_{0}^{\frac{\pi}{2}} \delta_{\lambda, \mu} \mathbf{I}_{s} \cdot \exp \{4 i k \omega\} \mathrm{d} \omega=\delta_{\lambda, \mu} \delta_{0, k} \mathbf{I}_{s} .
\end{aligned}
$$

Theorem 3 For any $m, n \in Z_{+}$and $k \in Z$, we have

$$
\begin{equation*}
\left\langle\boldsymbol{\Psi}_{m}(\cdot), \boldsymbol{\Psi}_{n}(\cdot-k)\right\rangle=\delta_{m, n} \delta_{0, k} \mathbf{I}_{s} . \tag{21}
\end{equation*}
$$

Proof For $m=n,(21)$ follows by Theorem 1. Without loss of generality, we suppose $m>n$ for the case of $m \neq n$. Rewrite $m, n$ as $m=4[m / 4]+\lambda_{1}, n=4[n / 4]+\mu_{1}$ where $\lambda_{1}, \mu_{1} \in\{0,1,2,3\}$.
(i). If $[m / 4]=[n / 4]$, then $\lambda_{1} \neq \mu_{1}$. Formula (21) follows from (14),(16) and (19), since

$$
\begin{aligned}
\left\langle\boldsymbol{\Psi}_{m}(\cdot) \boldsymbol{\Psi}_{n}(\cdot-k)\right\rangle & =\frac{2}{\pi} \int_{R} P^{\left(\lambda_{1}\right)}(\omega) \widehat{\boldsymbol{\Psi}}_{\left[\frac{m}{4}\right]}(\omega) \widehat{\boldsymbol{\Psi}}_{\left[\frac{n}{4}\right]}(\omega)^{*} P^{\left(\mu_{1}\right)}(\omega)^{*} \cdot \exp \{4 i k \omega\} \mathrm{d} \omega \\
& =\frac{2}{\pi} \int_{0}^{2 \pi} P^{\left(\lambda_{1}\right)}(\omega)\left\{\sum_{l \in Z} \widehat{\boldsymbol{\Psi}}_{\left[\frac{n}{4}\right]}(\omega+2 l \pi) \widehat{\boldsymbol{\Psi}}_{\left[\frac{n}{4}\right]}(\omega+2 l \pi)^{*}\right\} P^{\left(\mu_{1}\right)}(\omega)^{*} \cdot e^{4 i k \omega} \mathrm{~d} \omega \\
& =\frac{2}{\pi} \int_{0}^{\frac{\pi}{2}} \sum_{\sigma=0}^{3} \mathcal{P}^{\left(\lambda_{1}\right)}\left(\omega+\frac{\sigma \pi}{2}\right) \mathcal{P}^{\left(\mu_{1}\right)}\left(\omega+\frac{\sigma \pi}{2}\right)^{*} \cdot \exp \{4 i k \omega\} \mathrm{d} \omega \\
& =\frac{2}{\pi} \int_{0}^{\frac{\pi}{2}} \delta_{\lambda_{1}, \mu_{1}} \mathbf{I}_{s} \cdot \exp \{4 i k \omega\} \mathrm{d} \omega=\mathbf{O}
\end{aligned}
$$

(ii). If $\left[\frac{m}{4}\right] \neq\left[\frac{n}{4}\right]$, then set $[m / 4]=4[[m / 4] / 4]+\lambda_{2},[n / 4]=4[[n / 4] / 4]+\mu_{2}, \lambda_{2}, \mu_{2} \in$ $\{0,1,2,3\}$. If $[[m / 4] / 4]=[[n / 4] / 4]$ Formula (21) follows similar to the case (i); If $[[m / 4] / 4] \neq$ $[[n / 4] / 4]$, then we order $[[m / 4] / 4]=4[[[m / 4] 4] / 4]+\lambda_{3}, \quad[[n / 4] / 4]=4[[[n / 4] 4] / 4]+\mu_{3}, \lambda_{3}, \mu_{3} \in$ $\{0,1,2,3\}$ once more. Thus, after taking finite times steps (denoted by $\kappa$ ), denoting by $\lambda_{\kappa}=$ $\overbrace{[[\cdots[m / 4] \cdots] / 4]}^{\kappa}, \mu_{\kappa}=\overbrace{[[\cdots[n / 4] \cdots] / 4]}^{\kappa}$, we obtain $\lambda_{\kappa}, \mu_{\kappa} \in\{0,1,2,3\}$ and

$$
\star \lambda_{\kappa}=\mu_{\kappa}=1, \quad \text { or } \quad \lambda_{\kappa}=\mu_{\kappa}=2, \quad \text { or } \quad \lambda_{\kappa}=\mu_{\kappa}=3 ;
$$

$\star \star \quad \lambda_{\kappa}=1, \mu_{\kappa}=0, \lambda_{\kappa}=2, \mu_{\kappa}=0$, or $\lambda_{\kappa}=2, \mu_{\kappa}=1 \quad$ or $\quad \lambda_{\kappa}=3, \mu_{\kappa}=0$,

$$
\lambda_{\kappa}=3, \quad \mu_{\kappa}=1, \quad \text { or } \lambda_{\kappa}=3, \quad \mu_{\kappa}=2 .
$$

For the case $\star$, (21) fillows similarly as the case (i). As for the case $\star \star$, we get from (6) and (7) that $\sum_{l \in Z} \widehat{\boldsymbol{\Psi}}_{\lambda_{\kappa}}(\omega+2 l \pi) \widehat{\boldsymbol{\Psi}}_{\mu_{\kappa}}(\omega+2 l \pi)^{*}=\mathbf{O}, \omega \in R$. Thus

$$
\begin{aligned}
& \left\langle\boldsymbol{\Psi}_{m}(\cdot), \boldsymbol{\Psi}_{n}(\cdot-k)\right\rangle=\frac{1}{2 \pi} \int_{R} \widehat{\boldsymbol{\Psi}}_{m}(\omega) \widehat{\boldsymbol{\Psi}}_{n}(\omega)^{*} \cdot \exp \{i k \omega\} \mathrm{d} \omega \\
& =\frac{1}{2 \pi} \cdot \int_{R} P^{\left(\lambda_{1}\right)}\left(\frac{\omega}{4}\right) \widehat{\boldsymbol{\Psi}}_{[m / 4]}\left(\frac{\omega}{4}\right) \widehat{\boldsymbol{\Psi}}_{[n / 4]}\left(\frac{\omega}{4}\right)^{*} P^{\left(\mu_{1}\right)}\left(\frac{\omega}{4}\right)^{*} \cdot \exp \{i k \omega\} \mathrm{d} \omega=\cdots \\
& =\frac{1}{2 \pi} \int_{R} \prod_{\sigma=1}^{\kappa} P^{\left(\lambda_{\sigma}\right)}\left(\frac{\omega}{4^{\sigma}}\right) \widehat{\boldsymbol{\Psi}}_{\lambda_{\kappa}}\left(\frac{\omega}{4^{\kappa}}\right) \widehat{\boldsymbol{\Psi}}_{\mu_{\kappa}}\left(\frac{\omega}{4^{\kappa}}\right)^{*}\left(\prod_{\sigma=1}^{\kappa} P^{\left(\mu_{\sigma}\right)}\left(\frac{\omega}{4^{\sigma}}\right)\right)^{*} \cdot \exp \{i k \omega\} \mathrm{d} \omega \\
& =\frac{1}{2 \pi} \int_{0}^{4^{\kappa+1} \pi} \prod_{\sigma=1}^{\kappa} P^{\left(\lambda_{\sigma}\right)}\left(\frac{\omega}{4^{\sigma}}\right)\left(\sum_{l \in Z} \widehat{\boldsymbol{\Psi}}_{\lambda_{\kappa}}\left(\frac{\omega}{4^{\kappa}}+2 l \pi\right) \widehat{\boldsymbol{\Psi}}_{\mu_{\kappa}}\left(\frac{\omega}{4^{\kappa}}+2 l \pi\right)^{*}\right)\left(\prod_{\sigma=1}^{\kappa} P^{\left(\mu_{\sigma}\right)}\left(\frac{\omega}{4^{\sigma}}\right)\right)^{*} \cdot e^{i k \omega} \mathrm{~d} \omega \\
& =\frac{1}{2 \pi} \int_{0}^{4^{\kappa+1} \pi} \prod_{\sigma=1}^{\kappa} P^{\left(\lambda_{\sigma}\right)}\left(\frac{\omega}{4^{\sigma}}\right) \cdot \mathbf{O} \cdot\left(\prod_{\sigma=1}^{\kappa} P^{\left(\mu_{\sigma}\right)}\left(\frac{\omega}{4^{\sigma}}\right)\right)^{*} \cdot \exp \{i k \omega\} \mathrm{d} \omega=\mathbf{O} .
\end{aligned}
$$

In a word, for any $m, n \in Z_{+}$and $k \in Z$, Formula (21) holds.
Lemma 3 If $\left\{\boldsymbol{\Psi}_{n}(t), n=0,1,2 \ldots\right\}$ are multiple vector-valued wavelet packets with respect to the orthogonal multiple vector-valued scaling function $\Upsilon(t)$, then for every $n \in Z+$, we have

$$
\begin{equation*}
\boldsymbol{\Psi}_{n}(4 t-k)=\frac{1}{4} \sum_{\sigma=0}^{3} \sum_{l \in Z}\left(P_{k-4 l}^{(\sigma)}\right)^{*} \boldsymbol{\Psi}_{4 n+\sigma}(t-l), \quad k \in Z \tag{22}
\end{equation*}
$$

Proof

$$
\begin{aligned}
& \frac{1}{4} \sum_{\sigma=0}^{3} \sum_{l \in Z}\left(P_{k-4 l}^{(\sigma)}\right)^{*} \mathbf{\Psi}_{4 n+\sigma}(t-l)=\sum_{\sigma=0}^{3} \sum_{l \in Z}\left(P_{k-4 l}^{(\sigma)}\right)^{*} \sum_{j \in Z} P_{j}^{(\sigma)} \mathbf{\Psi}_{n}(4 t-4 l-j) \\
& \quad=\sum_{\sigma=0}^{3} \sum_{l \in Z} \sum_{m \in Z}\left(P_{k-4 l}^{(\sigma)}\right)^{*} P_{m-4 l}^{(\sigma)} \boldsymbol{\Psi}_{n}(4 t-m)=\sum_{m \in Z}\left\{\sum_{\sigma=0}^{3} \sum_{l \in Z}\left(P_{k-4 l}^{(\sigma)}\right)^{*} P_{m-4 l}^{(\sigma)}\right\} \boldsymbol{\Psi}_{n}(4 t-m) \\
& \quad=\sum_{m \in Z} \delta_{k, m} \mathbf{I}_{s} \boldsymbol{\Psi}_{n}(4 t-m)=\boldsymbol{\Psi}_{n}(4 t-k) .
\end{aligned}
$$

## 4. Orthogonal vector-valued wavelet bases of $L^{2}\left(R, C^{s \times s}\right)$

In this section we shall construct orthogonal vector-valued wavelet bases of $L^{2}\left(R, C^{s \times s}\right)$ by using the multiple vector-valued wavelet packets.

We start from introducing a dilation operator $(D \hbar)(t)=\hbar(4 t)$ where $\hbar(t) \in L^{2}\left(R, C^{s \times s}\right)$. For $\forall \boldsymbol{\Omega} \subset L^{2}\left(R, C^{s \times s}\right)$ and $\forall n \in Z_{+}$, denote $D \boldsymbol{\Omega}$ by $D \boldsymbol{\Omega}=\{D \hbar: \hbar \in \boldsymbol{\Omega}\}$, and define

$$
\begin{equation*}
\boldsymbol{\Omega}_{n}=\left\{\hbar(t): \hbar(t)=\sum_{k \in Z} Q_{k} \Psi_{n}(t-k),\left\{Q_{k}\right\}_{k \in Z} \in \ell^{2}(Z)^{s \times s}\right\} . \tag{23}
\end{equation*}
$$

Then $\boldsymbol{\Omega}_{0}=\mathbf{V}_{\mathbf{0}}, \boldsymbol{\Omega}_{1} \oplus \boldsymbol{\Omega}_{2} \oplus \boldsymbol{\Omega}_{3}=\mathbf{W}_{0}$, where $\oplus$ denotes the orthogonal direct sum.

For $X, Y \subset R$, set $\sigma X=\{\sigma \cdot x: \sigma \in R, x \in X\}, X+Y=\{x+y: x \in X, y \in Y\}$. For a fix positive integer $\tau$, denote by $\widetilde{E}_{\tau}=\sum_{\imath=0}^{\imath=\tau} 4^{\imath}\{0,1,2,3\}, E_{\tau}=\widetilde{E}_{\tau} \backslash \widetilde{E}_{\tau-1}$.

Lemma 4 For arbitrary $n \in Z_{+}$, the space $D \boldsymbol{\Omega}_{n}$ can be orthogonally decomposed into spaces $\boldsymbol{\Omega}_{4 n+\lambda}, \lambda=0,1,2,3$, i.e., $D \boldsymbol{\Omega}_{n}=\bigoplus_{\lambda=0}^{3} \boldsymbol{\Omega}_{4 n+\lambda}$.

Proof By Formulas (13) and (23), we have $\bigoplus_{\lambda=0}^{3} \boldsymbol{\Omega}_{4 n+\lambda} \subset \boldsymbol{\Omega}_{n}$ for $\forall n \in Z_{+}$.
On the other hand, $\boldsymbol{\Omega}_{4 n}, \boldsymbol{\Omega}_{4 n+1}, \boldsymbol{\Omega}_{4 n+2}$ and $\boldsymbol{\Omega}_{4 n+3}$ are orthogonal each other according to Theorem 2. By Lemma 3, we get

$$
\boldsymbol{\Psi}_{n}(4 t-k)=\frac{1}{4} \sum_{\sigma=0}^{3} \sum_{l \in Z}\left(P_{k-4 l}^{(\sigma)}\right)^{*} \boldsymbol{\Psi}_{4 n+\sigma}(t-l), \quad k \in Z .
$$

Therefore, the basis of the space $\boldsymbol{\Omega}_{n}$ can be linearly represented by the basis of the space $\boldsymbol{\Omega}_{4 n+\lambda}, \lambda=0,1,2,3$. Thus, $\boldsymbol{\Omega}_{n} \subset \bigoplus_{\lambda=0}^{3} \boldsymbol{\Omega}_{4 n+\lambda}$. This leads to $D \boldsymbol{\Omega}_{n}=\bigoplus_{\lambda=0}^{3} \boldsymbol{\Omega}_{4 n+\lambda}$.

Theorem 4 The family of multiple vector-valued functions $\left\{\boldsymbol{\Psi}_{n}(\cdot-k), n \in E_{\tau}, k \in Z\right\}$ forms an orthogonal basis of $D^{\tau} \mathbf{W}_{0}$. In particular, the set $\left\{\mathbf{\Psi}_{n}(\cdot-k), n \in Z_{+}, k \in Z\right\}$ constitutes an orthogonal basis of $L^{2}\left(R, C^{s \times s}\right)$.

Proof By Lemma 4, we get that $D \boldsymbol{\Omega}_{0}=\boldsymbol{\Omega}_{0} \bigoplus_{\lambda=0}^{3} \boldsymbol{\Omega}_{\lambda}$, i.e., $D \mathbf{V}_{0}=\mathbf{V}_{0} \bigoplus \mathbf{W}_{0}$.
It can inductively be proved by using Theorem 2 and Lemma 4 that

$$
D^{\tau} \mathbf{V}_{0}=\bigoplus_{n \in \widetilde{E}_{\tau}} \boldsymbol{\Omega}_{n}, \quad \text { and } \quad D^{\tau} \mathbf{V}_{0} \bigoplus D^{\tau} \mathbf{W}_{0}=D^{\tau+1} \mathbf{V}_{0}, \quad \text { i.e., } \quad D^{\tau} \mathbf{W}_{0}=\bigoplus_{n \in E_{\tau}} \boldsymbol{\Omega}_{n}
$$

Therefore, the set $\left\{\mathbf{\Psi}_{n}(\cdot-k), n \in E_{\tau}, \quad k \in Z\right\}$ forms an orthogonal basis of $D^{\tau} \mathbf{W}_{0}$. Moreover

$$
L^{2}\left(R, C^{s \times s}\right)=\mathbf{V}_{0} \bigoplus\left(\bigoplus_{0 \leq \tau} D^{\tau} \mathbf{W}_{0}\right)=\boldsymbol{\Omega}_{0} \bigoplus\left(\bigoplus_{0 \leq \tau}\left(\bigoplus_{n \in E_{\tau}} \boldsymbol{\Omega}_{n}\right)\right)=\bigoplus_{n \in Z_{+}} \boldsymbol{\Omega}_{n}
$$

That is, the set $\left\{\boldsymbol{\Psi}_{n}(\cdot-k), n \in Z_{+}, \quad k \in Z\right\}$ forms an orthogonal basis of $L^{2}\left(R, C^{s \times s}\right)$.
Theorem 5 For each $\tau \in Z_{+} \backslash\{0\}$, the family of multiple vector-valued functions $\left\{\mathbf{\Psi}_{n}\left(4^{j} t-\right.\right.$ $\left.k), \quad n \in E_{\tau}, \quad j \in Z, \quad k \in Z\right\}$ forms an orthogonal basis of $L^{2}\left(R, C^{s \times s}\right)$.

Proof Note that by Theorem $4,\left\{\boldsymbol{\Psi}_{n}(t-k), n \in E_{\tau}, k \in Z\right\}$ forms an orthogonal basis of $D^{\tau} \mathbf{W}_{0}$. Then for each $j \in Z,\left\{\mathbf{\Psi}_{n}\left(4^{j} t-k\right), n \in E_{\tau}, k \in Z\right\}$ forms an orthogonal basis of $D^{j} D^{\tau} \mathbf{W}_{0}$. Hence, For each $\tau \in Z_{+} \backslash\{0\}$,

$$
\bigoplus_{j \in Z} D^{j} D^{\tau} \mathbf{W}_{0}=\bigoplus_{j \in Z} D^{j+\tau} \mathbf{W}_{0}=\bigoplus_{j \in Z} D^{j} \mathbf{W}_{0}
$$

Thus, the family $\left\{\mathbf{\Psi}_{n}\left(4^{j} t-k\right), n \in E_{\tau}, j, k \in Z\right\}$ forms an orthogonal basis of $L^{2}\left(R, C^{s \times s}\right)$.
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## 多重向量值正交小波包
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摘要：本文引入多重向量值小波包的概念，提供一类多重向量值正交小波包的构造方法，并运用积分变换和算子理论，讨论了多重向量值正交小波包的性质．利用多重向量值正交小波包，构造了空间 $L^{2}\left(R, C^{s \times s}\right)$ 的新的正交基。
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