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#### Abstract

L^{p}\) approximation problems in system identification with RBF neural networks are investigated. It is proved that by superpositions of some functions of one variable in $L_{\text {loc }}^{p}(\mathbb{R})$, one can approximate continuous functionals defined on a compact subset of $L^{p}(K)$ and continuous operators from a compact subset of $L^{p_{1}}\left(K_{1}\right)$ to a compact subset of $L^{p_{2}}\left(K_{2}\right)$. These results show that if its activation function is in $L_{\mathrm{loc}}^{p}(\mathbb{R})$ and is not an even polynomial, then this RBF neural networks can approximate the above systems with any accuracy. Keywords RBF neural networks; system identification; $L^{p}$-approximation; continuous functionals and operators.
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## 1. Introduction

One of the most important theoretical questions for radial basis function (RBF) neural networks is their approximation capabilities: Under what conditions on the activation function and the structure of neural networks (the quantity of hidden neurons and the choice of weights), can the neural networks approximate to any accuracy a function or a continuous operator? There have been many papers related to this topic, Pinkus ${ }^{[6]}$, Chen ${ }^{[1-3,9]}$, Leshno ${ }^{[4]}$, Mhaskar ${ }^{[5]}$ and Jiang ${ }^{[10,11]}$, among many others.

In this paper, we apply the method used in [9], [10]. Combining with one of our latest results, we make a progress in system approximation by RBF neural networks. Our main results improve the existing result in [10], which needs an extra requirement $g(\cdot) \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$.

The rest of the paper is organized as follows. Section 2 presents a few important lemmas. Some of the lemmas in Section 2 have been proved ${ }^{[1,7,9-11]}$. Our main results and their proofs are given in Section 3.

## 2. Lemmas

Lemma 2.1 ${ }^{[10]} V$ is a compact set in $L^{p}(K)$ if and only if

1) $V$ is a closed set in $L^{p}(K)$;
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2) There exists a constant $A>0$, such that $\|f\|_{L^{p}(K)} \leq A$ for all $f \in V$;
3) If $h \rightarrow 0,\left\|f_{h}-f\right\|_{L^{p}(K)}$ converges to 0 uniformly for all $f \in V$,
where $f_{h}(x)=\frac{1}{m(B(x, h))} \int_{B(x, h) \cap K} f(t) \mathrm{d} t, B(x, h)$ is a spheroid with center at $x$ and radius $h$, and $m(B(x, h))$ is the volume of $B(x, h)$.

Lemma 2.2 ${ }^{[10]}$ Suppose $V$ is a compact set in $L^{p}(K), V_{h}=\left\{f_{h}: f \in V\right\}$. Then $V_{h}$ is a compact set of $C(K)$ for fixed $h>0$.

Lemma 2.3 ${ }^{[10]}$ Suppose that $V$ is a compact set in $L^{p}(K), F$ is a continuous functional on $V$, and $g(t) \in C\left(\mathbb{R}_{+}^{1}\right)$ is not an even polynomial. Then for any $\varepsilon>0$, there exist $N, M \in \mathbb{N}, c_{i} \in \mathbb{R}^{1}$, $n, \lambda_{i} \in \mathbb{R}_{+}^{1}, \theta_{i} \in \mathbb{R}^{M}(i=1,2, \ldots, N)$ and $x_{1}, \ldots, x_{M} \in K\left(K\right.$ is a compact set in $\left.\mathbb{R}^{n}\right)$, such that $\left|F(u)-\sum_{i=1}^{N} c_{i} g\left(\lambda_{i}\left\|u_{\frac{1}{n}}^{M}+\theta_{i}\right\|\right)\right|<\varepsilon$ for all $u \in V$, where $u_{\frac{1}{n}}^{M}=\left(u_{\frac{1}{n}}\left(x_{1}\right), \ldots, u_{\frac{1}{n}}\left(x_{M}\right)\right)^{\prime},{ }^{\prime}$ means transposition of a vector in Euclidean space, $u_{\frac{1}{n}}(x)=\frac{1}{m\left(B\left(x, \frac{1}{n}\right)\right)} \int_{B\left(x, \frac{1}{n}\right) \cap K} u(t) \mathrm{d} t$.

Lemma 2.4 ${ }^{[13]}$ Suppose $\sigma(x) \in L_{\mathrm{loc}}^{p}\left(\mathbb{R}^{n}\right)$. Then $\left\{\sum_{i=1}^{N} c_{i} \sigma\left(\lambda_{i} x+\theta_{i}\right)\right\}$ is dense in $L^{p}(K)$ if and only if $\sigma$ is not a polynomial in $R^{n}$, where $1 \leq p<\infty, K$ is a compact set in $\mathbb{R}^{n}, N \in \mathbb{N}, c_{i}$, $\lambda_{i} \in \mathbb{R}^{1}, x, \theta_{i} \in \mathbb{R}^{n}$.

Lemma 2.5 ${ }^{[13]}$ Suppose that $g: \mathbb{R}_{+}^{1} \rightarrow \mathbb{R}^{1}$ and $g\left(\|x\|_{\mathbb{R}^{n}}\right) \in L_{\text {loc }}^{p}\left(\mathbb{R}^{n}\right)$. Then $\left\{\sum_{i=1}^{N} c_{i} g\left(\lambda_{i}\left\|x-y_{i}\right\|_{\mathbb{R}^{n}}\right)\right\}$ is dense in $L^{p}(K)$ if and only if $g$ is not an even polynomial in $R^{1}$, where $1 \leq p<\infty, K$ is a compact set $\mathbb{R}^{n}, i=1,2, \ldots, N, N \in \mathbb{N}, c_{i} \in \mathbb{R}^{1}, \lambda_{i} \in \mathbb{R}_{+}^{1}, x, \quad y_{i} \in \mathbb{R}^{n}$.

## 3. Main result and proof

Theorem 3.1 Suppose that $K$ and $V$ are compact sets in $\mathbb{R}^{n}$ and $L^{p}(K)$, respectively, and $\sigma(x) \in L_{\text {loc }}^{p}\left(\mathbb{R}^{n}\right)$ is not a polynomial $(1 \leq p<\infty)$. Then for any $\varepsilon>0$, there exist $N \in \mathbb{N}$, $\lambda_{i} \in \mathbb{R}^{1}, b_{i} \in \mathbb{R}^{n}$ which are independent of $f$, and constants $c_{i}(f)(i=1,2, \ldots, N)$ depending on $f$, such that

$$
\left\|f(x)-\sum_{i=1}^{N} c_{i}(f) \sigma\left(\lambda_{i} x-b_{i}\right)\right\|_{L^{p}(K)}<\varepsilon
$$

holds for all $f \in V$. Especially all $c_{i}(f)$ are continuous functionals on $V$.
Proof For any $f \in V$ and any $\varepsilon>0$, there exists $h_{0}>0$, such that

$$
\begin{equation*}
\left\|f_{h}(x)-f(x)\right\|_{L^{p}(K)}<\frac{\varepsilon}{4} \tag{1}
\end{equation*}
$$

holds when $0<h<h_{0}$ by Lemma 2.1. Let $\Phi(x)=c e^{-\|x\|}$ with $c$ being a constant satisfying $\int_{\mathbb{R}^{n}} \Phi(x) \mathrm{d} x=1$. We define $\Phi_{\delta}(x)=\delta^{-n} \Phi\left(\delta^{-1} x\right)\left(\delta \in \mathbb{R}^{1} \backslash 0\right)$. Obviously, we have $\int_{\mathbb{R}^{n}} \Phi_{\delta}(x) \mathrm{d} x=$ 1 for any given $\delta$. Define $f_{h} \star \Phi_{\delta}(x)$ by

$$
f_{h} \star \Phi_{\delta}(x)=\int_{K} f_{h}(t) \Phi_{\delta}(x-t) \mathrm{d} t
$$

For any given $h$ satisfying $0<h<h_{0}$, according to Lemma 2.2 and Minkowski inequality, there exists $\delta_{0}$, such that

$$
\begin{equation*}
\left\|f_{h} \star \Phi_{\delta}(x)-f_{h}(x)\right\|_{L^{p}(K)}<\frac{\varepsilon}{4} \tag{2}
\end{equation*}
$$

holds for all $f_{h} \in V_{h}$ when $0<\delta<\delta_{0}$. Next, we write $f_{h} \star \Phi_{\delta}(x)$ into Riemann sum $\sum_{j=1}^{M} f_{h}\left(t_{j}\right) \Phi_{\delta}\left(x-t_{j}\right) m\left(\Delta t_{j}\right)$, where $\bigcup_{j=1}^{M} \Delta t_{j}$ is a finite segmentation of $K, t_{j} \in \Delta t_{j}$. Then we have

$$
\begin{align*}
& \int_{K} f_{h}(t) \Phi_{\delta}(x-t) \mathrm{d} t-\sum_{j=1}^{M} f_{h}\left(t_{j}\right) \Phi_{\delta}\left(x-t_{j}\right) m\left(\Delta t_{j}\right) \\
& \quad=\sum_{j=1}^{M} \int_{\Delta t_{j}}\left(f_{h}(t)-f_{h}\left(t_{j}\right)\right) \Phi_{\delta}(x-t) \mathrm{d} t+\sum_{j=1}^{M} f_{h}\left(t_{j}\right) \int_{\Delta t_{j}}\left(\Phi_{\delta}(x-t)-\Phi_{\delta}\left(x-t_{j}\right)\right) \mathrm{d} t \\
& \quad=I_{1}+I_{2} \tag{3}
\end{align*}
$$

It follows from Minkowski inequality that

$$
\begin{align*}
\left\|I_{1}\right\|_{L^{p}(K)} & =\left(\int_{K}\left|\sum_{j=1}^{M} \int_{\Delta t_{j}}\left(f_{h}(t)-f_{h}\left(t_{j}\right)\right) \Phi_{\delta}(x-t) \mathrm{d} t\right|^{p} \mathrm{~d} x\right)^{\frac{1}{p}} \\
& \leq\left(\int_{K} \sum_{j=1}^{M} \int_{\Delta t_{j}}\left|\left(f_{h}(t)-f_{h}\left(t_{j}\right)\right)\right|^{p}\left|\Phi_{\delta}(x-t)\right|^{p} \mathrm{~d} t \mathrm{~d} x\right)^{\frac{1}{p}} \tag{4}
\end{align*}
$$

Since $\Phi_{\delta}$ is a continuous function, there exists $Q>0$, such that $\int_{K} \int_{K}\left|\Phi_{\delta}(x-t)\right|^{p} \mathrm{~d} x \mathrm{~d} t<Q$. Note that $f_{h} \in V_{h}$ and that $V_{h}$ is a compact set in $C(K)$ by Lemma 2.2. According to ArzetaAscoli Theorem on compact set, there exists $\eta_{1}>0$, such that $\left|f_{h}(t)-f_{h}\left(t_{j}\right)\right|<\frac{\varepsilon}{8 Q}$ when $\max _{j=1, \ldots, M}\left\{\operatorname{diam}\left(\Delta t_{j}\right)\right\}<\eta_{1}$. Then we can obtain

$$
\begin{equation*}
\left\|I_{1}\right\|_{L^{p}(K)}<\frac{\varepsilon}{8} \tag{5}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
\left\|I_{2}\right\|_{L^{p}(K)}<\frac{\varepsilon}{8} \tag{6}
\end{equation*}
$$

It follows from equations (1), (2), (3), (5) and (6) that

$$
\begin{equation*}
\left\|f(x)-\sum_{j=1}^{M} f_{h}\left(t_{j}\right) m\left(\Delta t_{j}\right) \Phi_{\delta}\left(x-t_{j}\right)\right\|_{L^{p}(K)}<\frac{3 \varepsilon}{4} . \tag{7}
\end{equation*}
$$

According to Lemma 2.4, for fixed $j(1 \leq j \leq M)$, there exist $N_{j} \in \mathbb{N}, c_{i j}, \lambda_{i j} \in \mathbb{R}^{1}, \theta_{i j} \in \mathbb{R}^{n}$ $(i=1,2, \ldots, N)$, such that

$$
\begin{equation*}
\left\|\Phi_{\delta}\left(x-t_{j}\right)-\sum_{i=1}^{N_{j}} c_{i j} \sigma\left(\lambda_{i j} x+\theta_{i j}\right)\right\|_{L^{p}(K)}<\frac{\varepsilon}{4 L} \tag{8}
\end{equation*}
$$

where $L=\sup _{f \in V} \sum_{j=1}^{M}\left|f_{h}\left(t_{j}\right)\right| m\left(\Delta t_{j}\right)$. Theorem 3.1 follows readily from equations (7) and (8).

Theorem 3.2 Suppose that $K$ and $V$ are compact set in $\mathbb{R}^{n}$ and $L^{p}(K)$, respectively, $g(\cdot)$ : $\mathbb{R}_{+}^{1} \rightarrow \mathbb{R}^{1}$, and $g(\|x\|) \in L_{\mathrm{loc}}^{p}\left(\mathbb{R}^{n}\right)$ is not an even polynomial $(1 \leq p<\infty)$. Then for any $\varepsilon>0$, there exist $N \in \mathbb{N}, \lambda_{i} \in \mathbb{R}_{+}^{1}, b_{i} \in \mathbb{R}^{n}, i=1,2, \ldots, N$, which are independent of $f$, and constants
$c_{i}(f)$ depending on $f$, such that

$$
\left\|f(x)-\sum_{i=1}^{N} c_{i}(f) g\left(\lambda_{i}\left\|x-b_{i}\right\|\right)\right\|_{L^{p}(K)}<\varepsilon
$$

holds for all $f \in V$. Especially all $c_{i}(f)$ are continuous functionals on $V$.
Proof Similar to the proof of Theorem 3.1, we have equation (7) holds for any $\varepsilon>0$ and any $f \in V$. It follows from Lemma 2.5 that for any fixed $j(1 \leq j \leq M)$, there exist $N_{j} \in \mathbb{N}, c_{i j} \in \mathbb{R}^{1}$, $\lambda_{i j} \in \mathbb{R}_{+}^{1}, y_{i j} \in \mathbb{R}^{n}, i=1,2, \ldots, N$, such that

$$
\begin{equation*}
\left\|\Phi_{\delta}\left(x-t_{j}\right)-\sum_{i=1}^{N_{j}} c_{i j} g\left(\lambda_{i j}\left\|x-y_{i}\right\|_{\mathbb{R}^{n}}\right)\right\|_{L^{p}(K)}<\frac{\varepsilon}{4 L} \tag{9}
\end{equation*}
$$

where $L=\sup _{f \in V} \sum_{j=1}^{M}\left|f_{h}\left(t_{j}\right)\right| m\left(\Delta t_{j}\right)$. Equations (7) and (9) lead to Theorem 3.2.
Theorem 3.3 Suppose that $g_{1}(\cdot) \in C\left(\mathbb{R}_{+}^{1}\right), g_{2}: \mathbb{R}_{+}^{1} \rightarrow \mathbb{R}^{1}$, and $g_{2}(\|x\|) \in L_{\text {loc }}^{p}\left(\mathbb{R}^{d_{2}}\right), g_{1}, g_{2}$ are not even polynomials, $K_{1}, K_{2}$ and $V$ are compact sets in $\mathbb{R}^{d_{1}}, \mathbb{R}^{d_{2}}$ and $L^{p_{1}}\left(K_{1}\right)$, respectively, and $T: V \rightarrow L^{p_{2}}\left(K_{2}\right)$ is a continuous operator $\left(1 \leq p_{1}, p_{2}<\infty\right)$. Then, for any $\varepsilon>0$, there $\operatorname{exist} N, N_{i}, M_{i} \in \mathbb{N}, n_{i}, \eta_{i}, \lambda_{i k} \in \mathbb{R}_{+}^{1}, b_{i} \in \mathbb{R}^{d_{2}}, c_{i k} \in \mathbb{R}^{1}, \theta_{i k} \in \mathbb{R}^{M_{i}}, x_{i j} \in K_{2}(i=1, \ldots, N$, $\left.k=1, \ldots, N_{i}, j=1, \ldots, M_{i}\right)$, such that

$$
\left\|T(u)(y)-\sum_{i=1}^{N} \sum_{k=1}^{N_{i}} c_{i k} g_{1}\left(\lambda_{i k}\left\|x^{M_{i}}-\theta_{i k}\right\|\right) g_{2}\left(\eta_{i}\left\|y-b_{i}\right\|\right)\right\|_{L^{p_{2}}\left(K_{2}\right)}<\varepsilon
$$

holds for all $u \in V$, where $x^{M_{i}}=\left(u_{\frac{1}{n_{i}}}\left(x_{i 1}\right), \ldots, u_{\frac{1}{n_{i}}}\left(x_{i M_{i}}\right)\right)^{\prime}, u_{h}(x)=\frac{1}{m(B(x, h))} \int_{B(x, h) \cap K_{2}} u(t) \mathrm{d} t$, ' means transposition of a vector in Euclidean space.

Proof Since $T$ is a continuous operator, $T(V)=\{T(u): u \in V\}$ is a compact set in $L^{p_{2}}\left(K_{2}\right)$. According to Theorem 3.2, we see that for any $\varepsilon>0$, there exist $N \in \mathbb{N}, \eta_{i} \in \mathbb{R}_{+}^{1}, b_{i} \in \mathbb{R}^{d_{2}}$ which are independent of $T(u)$, and $\sigma_{i}(T(u))$ depending on $T(u), i=1,2, \ldots, N$, such that

$$
\begin{equation*}
\left\|T(u)(y)-\sum_{i=1}^{N} \sigma_{i}(T(u)) g_{2}\left(\eta_{i}\left\|y-b_{i}\right\|\right)\right\|_{L^{p_{2}}\left(K_{2}\right)}<\frac{\varepsilon}{2} \tag{10}
\end{equation*}
$$

holds for all $u \in V$. We observe that $\sigma_{i}(T(u))$ is a continuous functional on $T(V)$. It follows from the assumption and Lemma 2.3 that there exist $M_{i}, N_{i} \in \mathbb{N}, c_{i k} \in \mathbb{R}^{1}, n_{i}, \lambda_{i k} \in \mathbb{R}_{+}^{1}, \theta_{i k} \in \mathbb{R}^{M_{i}}$ and $x_{i j} \in K_{2}\left(k=1, \ldots, N_{i}, j=1, \ldots, M_{i}\right)$, such that

$$
\begin{equation*}
\left|\sigma_{i}(T(u))-\sum_{k=1}^{N_{i}} c_{i k} g_{1}\left(\lambda_{i k}\left\|x^{M_{i}}-\theta_{i k}\right\|\right)\right|<\frac{\varepsilon}{2 L} \tag{11}
\end{equation*}
$$

holds for any $i$, where $x^{M_{i}}=\left(u_{\frac{1}{n_{i}}}\left(x_{i 1}\right), \ldots, u_{\frac{1}{n_{i}}}\left(x_{i M_{i}}\right)\right)^{\prime}, L=\sum_{i=1}^{N}\left\|g_{2}\left(\eta_{i}\left\|y-b_{i}\right\|\right)\right\|_{L^{p_{2}}\left(K_{2}\right)}$. Theorem 3.3 follows from equations (10) and (11).
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