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#### Abstract

For Lie triple systems in the characteristic zero setting, we obtain by means of the Killing forms two criterions for semisimplicity and for solvability respectively, and then investigate the relationship among the Killing forms of a real Lie triple system $T_{0}$, the complexification $T$ of $T_{0}$, and the realification of $T$.
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## 1. Preliminaries

Throughout the article, we shall be concerned with Lie triple systems and Lie algebras which are finite dimensional over a field $F$ of characteristic zero.

First, we recall some definitions, notations and facts which can be found in [1] or [2].
A Lie triple system(L.t.s) is a vector space $T$ over a field $F$ with a ternary composition [, , ] which is trilinear and satisfies the following identities:

$$
\begin{gather*}
{[x y z]=-[y x z]}  \tag{1.1}\\
{[x y z]+[y z x]+[z x y]=0} \tag{1.2}
\end{gather*}
$$

and

$$
\begin{equation*}
[u v[x y z]]=[[u v x] y z]+[x[u v y] z]+[x y[u v z]] \tag{1.3}
\end{equation*}
$$

for all $u, v, x, y, z \in T$.
Define $L(x, y), R(x, y) \in \operatorname{End}_{F} T$ by $L(x, y) z:=[x y z], R(x, y) z:=[z y x]$. We see that (1.1), (1.2) and (1.3) are equivalent to

$$
\begin{gather*}
L(x, y)=-L(y, x)  \tag{1.1}\\
L(x, y)=R(x, y)-R(y, x) \tag{1.2}
\end{gather*}
$$

and

$$
\begin{equation*}
[L(x, y), L(u, v)]=L([x y u], v)+L(u,[x y v]) \tag{1.3}
\end{equation*}
$$
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for all $u, v, x, y \in T$.
A subspace $I$ of a L.t.s $T$ is called an ideal of $T$ if $[I T T] \subseteq I$.
An ideal $I$ of $T$ is called solvable if there is a positive integer $k$ for which $I^{(k)} \neq 0, I^{(k+1)}=0$, where $I^{(1)}=[T I I], I^{(k)}=\left[T I^{(k-1)} I^{(k-1)}\right] . T$ is called semisimple if the radical $R(T)$ (the unique maximal solvable ideal) of $T$ is zero.

A derivation of a L.t.s $T$ is a linear transformation $D$ of $T$ into $T$ such that

$$
D[x y z]=[D x y z]+[x D y z]+[x y D z] .
$$

Identity (1.3) shows that all $L(x, y)$ are derivations. A derivation $D$ of the form $D=$ $\Sigma L\left(x_{i}, y_{i}\right), \forall x_{i}, y_{i} \in T$, is said to be inner. The set $D(T)$ of all derivations of $T$ is a Lie algebra of linear transformation acting in $T$, the so-called derivation algebra of $T$.

Let $H$ be the subalgebra of $D(T)$ generated by all $L(x, y), x, y \in T$. By (1.3)', $H$ is the linear span of the $L(x, y)^{\prime} s$, which is called the inner derivation algebra of $T$. We consider the vector space direct sum $L(T)=H \oplus T$.

Define for elements $X_{i}=h_{i} \oplus x_{i}, h_{i} \in H, x_{i} \in T, i=1,2$, a product

$$
\left[X_{1}, X_{2}\right]=\left(\left[h_{1}, h_{2}\right]+L\left(x_{1}, x_{2}\right)\right) \oplus\left(h_{1} x_{2}-h_{2} x_{1}\right) .
$$

Note that, in particular, we have $[x, y]=L(x, y),[h, x]=h x$, for $x, y \in T$, and $h \in H$. It is easy to prove that $L(T)$ together with the above product is a Lie algebra which is called the standard imbedding Lie algebra of $T^{[1]}$.

Clearly, $T$ is the ( -1 ) eigenspace and $H$ is the ( +1 ) eigenspace of $\theta \in \operatorname{Aut} L(T)$ defined by $\theta(a+h):=-a+h$, for $a \in T, h \in H$. The automorphism $\theta$ of order 2 is called the main involution automorphism of $L(T)$.

To conclude this section, we record an important result which will be needed later on.
Theorem $1.1^{[2]} T$ is solvable if and only if the standard imbedding algebra $L(T)$ is solvable.

## 2. The Killing forms of Lie triple systems

Definition 2.1 ${ }^{[1]}$ The Killing form of a Lie triple system $T$ is the bilinear form

$$
\rho(x, y):=\operatorname{tr}(R(x, y)+R(y, x)), \quad x, y \in T(\operatorname{tr}=\operatorname{trace}) .
$$

Clearly, the Killing form $\rho(x, y)$ is symmetric.
Definition 2.2 The Killing form $\rho$ of a Lie triple system $T$ is called non-degenerate if $T^{\perp}=0$, where $T^{\perp}=\{x \in T \mid \rho(x, y)=0$, for $y \in T\}$.

Let $\rho, \lambda$ and $\lambda_{H}$ be the Killing forms of the Lie triple system $T$, of the standard imbedding Lie algebra $L(T)$ and of the inner derivation algebra $H$ of $T$, respectively. The following theorem describes the relationship among them.

Theorem 2.1 Suppose $\rho, \lambda$ and $\lambda_{H}$ are given as the above. Then

$$
\begin{gather*}
\lambda(H, T)=0,  \tag{2.1}\\
\lambda\left(h, h^{\prime}\right)=\lambda_{H}\left(h, h^{\prime}\right)+\operatorname{tr}\left(h \cdot h^{\prime}\right), \quad \forall h, h^{\prime} \in H, \tag{2.2}
\end{gather*}
$$

$$
\begin{equation*}
\lambda\left(a, a^{\prime}\right)=\rho\left(a, a^{\prime}\right), \quad \forall a, a^{\prime} \in T, \text { i.e. } \rho=\left.\lambda\right|_{T \times T} \tag{2.3}
\end{equation*}
$$

Proof Since $\theta: a+h \longmapsto-a+h, \forall h \in H, a \in T$, is an automorphism of $L(T),-\lambda(h, a)=$ $\lambda(h,-a)=\lambda(h, \theta a)=\lambda(\theta h, a)=\lambda(h, a)$, we have $\lambda(h, a)=0$, which proves $(2.1)$.

Since $H$ and $T$ are invariant under $a d h \cdot a d h^{\prime}$ and $L(T)=H \oplus T$, we obtain

$$
\operatorname{tr}_{L(T)}\left(a d h \cdot a d h^{\prime}\right)=\operatorname{tr}_{H}\left(a d h \cdot a d h^{\prime}\right)+\operatorname{tr}_{T}\left(a d h \cdot a d h^{\prime}\right), \quad \forall h, h^{\prime} \in H
$$

But $a d h \cdot a d h^{\prime}(a)=\left[h,\left[h^{\prime} a\right]\right]=h \cdot h^{\prime}(a)$, for $a \in T$, $\operatorname{therefore} \operatorname{tr}_{T}\left(a d h \cdot a d h^{\prime}\right)=\operatorname{tr}\left(h \cdot h^{\prime}\right)$ and hence (2.2) holds.

Let $\left\{h_{1}, h_{2}, \ldots, h_{m}, a_{1}, a_{2}, \ldots, a_{n}\right\}$ be a homogeneous basis of $L(T)$ formed from bases of $H$ and $T$. We assume that the elements $a d a_{i}(i=1,2, \ldots, n)$ are expressed by means of these bases as follows:

$$
\left[a_{i}, a_{j}\right]=\Sigma_{p} K_{i, j}^{p} h_{p},\left[a_{i}, h_{j}\right]=\Sigma_{l} S_{i, j}^{l} a_{l}
$$

Then

$$
\begin{aligned}
& {\left[a_{i},\left[a_{j}, h_{k}\right]\right]=\left[a_{i}, \Sigma_{l} S_{j, k}^{l} a_{l}\right]=\Sigma_{l} S_{j, k}^{l} \Sigma_{p} K_{i, l}^{p} h_{p}} \\
& \operatorname{tr}_{H}\left(a d a_{i} \cdot a d a_{j}\right)=\Sigma_{k} \Sigma_{l} S_{j, k}^{l} K_{i, l}^{k} \\
& {\left[a_{i},\left[a_{j}, a_{k}\right]\right]=\left[a_{i}, \Sigma_{p} K_{j, k}^{p} h_{p}\right]=\Sigma_{p} K_{j, k}^{p} \Sigma_{l} S_{i, p}^{l} a_{l}} \\
& \operatorname{tr}_{T}\left(a d a_{i} \cdot a d a_{j}\right)=\Sigma_{p} K_{j, k}^{p} \Sigma_{k} S_{i, p}^{k}=\Sigma_{p} \Sigma_{k} K_{j, k}^{p} S_{i, p}^{k}
\end{aligned}
$$

Obviously, $\operatorname{tr}_{T}\left(a d a_{i} \cdot a d a_{j}\right)=\operatorname{tr}_{H}\left(a d a_{j} \cdot a d a_{i}\right)$. Since $H$ and $T$ are invariant under $a d a_{i} \cdot a d a_{j}$, we obtain

$$
\begin{align*}
\operatorname{tr}_{L(T)}\left(a d a_{i} \cdot a d a_{j}\right) & =\operatorname{tr}_{H}\left(a d a_{i} \cdot a d a_{j}\right)+\operatorname{tr}_{T}\left(a d a_{i} \cdot a d a_{j}\right) \\
& =\operatorname{tr}_{T}\left(a d a_{j} \cdot a d a_{i}\right)+\operatorname{tr}_{T}\left(a d a_{i} \cdot a d a_{j}\right) \tag{2.4}
\end{align*}
$$

Moreover,

$$
\begin{aligned}
{\left[a_{i},\left[a_{j}, a\right]\right] } & =-\left[a_{i},\left[a, a_{j}\right]\right]=\left[\left[a, a_{j}\right], a_{i}\right]=L\left(a, a_{j}\right) a_{i}=\left[a a_{j} a_{i}\right] \\
& =R\left(a_{i}, a_{j}\right) a, \quad \forall a \in T
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
\operatorname{tr}_{T}\left(a d a_{i} \cdot a d a_{j}\right)=\operatorname{tr} R\left(a_{i}, a_{j}\right) \tag{2.5}
\end{equation*}
$$

Combining (2.4) and (2.5), we get

$$
\lambda\left(a_{i}, a_{j}\right)=\operatorname{tr}\left(R\left(a_{i}, a_{j}\right)+R\left(a_{j}, a_{i}\right)\right)=\rho\left(a_{i}, a_{j}\right)
$$

which is the third assertion of the theorem.
Theorem 2.2 Suppose $\rho(x, y)$ is the Killing form of a Lie triple system T. Then
(1) $\rho(A x, A y)=\rho(x, y)$ for $A \in \operatorname{Aut} T$;
(2) $\rho(D x, y)+\rho(x, D y)=0$ for $D \in \operatorname{Der} T$;
(3) $\rho(x, y)$ is right invariant, and left invariant, i.e.,

$$
\rho(R(a, b) x, y)=\rho(x, R(b, a) y), \quad \rho(L(a, b) x, y)=\rho(x, L(b, a) y)
$$

(4) If $\rho(x, y)$ is non-degenerate, then $\rho(x, y)=2 \operatorname{tr} R(x, y)$.

Proof (1) $\forall A \in \operatorname{Aut} T$, we have $A[x y z]=[A x A y A z]$, or $A R(z, y) x=R(A z, A y) A x$,

$$
A R(z, y)=R(A z, A y) A, R(A z, A y)=A R(z, y) A^{-1}
$$

then

$$
\begin{aligned}
\rho(A x, A y) & =\operatorname{tr}(R(A x, A y)+R(A y, A x)) \\
& =\operatorname{tr}\left(A R(x, y) A^{-1}+A R(y, x) A^{-1}\right) \\
& =\operatorname{tr}\left(A \cdot(R(x, y)+R(y, x)) A^{-1}\right) \\
& =\operatorname{tr}(R(x, y)+R(y, x)) \\
& =\rho(x, y) .
\end{aligned}
$$

(2) For $D \in \operatorname{Der} T$, we have $D[x y z]=[D x y z]+[x D y z]+[x y D z]$, i.e.,

$$
D R(z, y)=R(z, y) D+R(z, D y)+R(D z, y),
$$

then

$$
\operatorname{tr}(R(z, D y)+R(D z, y))=\operatorname{tr}(D R(z, y)-R(z, y) D)=0 .
$$

So,

$$
\rho(D x, y)+\rho(x, D y)=\operatorname{tr}(R(D x, y)+R(y, D x)+R(x, D y)+R(D y, x))=0 .
$$

(3) Notice that the Killing form $\lambda$ of Lie algebra $L(T)$ is invariant and $\rho=\left.\lambda\right|_{T \times T}$. For $a, b, x, y \in T$, we have

$$
\begin{aligned}
\rho(R(a, b) x, y) & =\lambda(R(a, b) x, y)=\lambda([x b a], y)=\lambda([[x, b], a], y) \\
& =\lambda([x, b],[a, y])=\lambda(x,[b,[a, y]]) \\
& =\lambda(x,[[y, a], b])=\lambda(x,[y a b]) \\
& =\lambda(x, R(b, a) y)=\rho(x, R(b, a) y) .
\end{aligned}
$$

As for the proof of left invariance of $\rho$, we can employ identity $L(x, y)=R(x, y)-R(y, x)$, or argue by using the invariance of $\lambda$.
(4) Suppose $\rho(x, y)$ is non-degenerate. If $R(x, y)^{*}$ denotes the adjoint endomorphism of $R(x, y)$ in $T$ with respect to $\rho$, then we get $R(x, y)^{*}=R(y, x)$ by the right invariancy of $\rho$, which implies $\rho(x, y)=2 \operatorname{tr} R(x, y)$, because $\operatorname{tr} R(x, y)^{*}=\operatorname{tr} R(x, y)$.

It is well known that a Lie algebra $L$ is solvable if and only if $\lambda(x, y)=0$, for $x \in L$, $y \in L^{(1)}=[L, L]$, where $\lambda$ is the Killing form of $L$ (Cartan's Criterion). Now we will see that there is an analogous theorem in the case of Lie triple systems. For this purpose, we first prove the following theorem:

Theorem 2.3 Let $\lambda$ and $\rho$ be as in Theorem 2.1. The followings are equivalent:
(a) $\lambda(x, y)=0$, for all $x \in L(T), y \in L(T)^{(1)}$;
(b) $\rho(x, y)=0$, for all $x \in T, y \in T^{(1)}$.

Proof If we assume (a), then we obtain (b) by using

$$
T^{(1)}=[T T T]=[H, T] \subseteq[L(T), L(T)]=L(T)^{(1)}
$$

Conversely, suppose (b) holds. Then for $a_{i}, b_{i} \in T, i=1,2$, we have by the invariance of $\lambda$,

$$
\lambda\left(L\left(a_{1}, b_{1}\right), L\left(a_{2}, b_{2}\right)\right)=\lambda\left(\left[a_{1}, b_{1}\right],\left[a_{2}, b_{2}\right]\right)=\lambda\left(a_{1},\left[b_{1} a_{2} b_{2}\right]\right)=\rho\left(a_{1},\left[b_{1} a_{2} b_{2}\right]\right)=0
$$

which implies $\lambda(H, H)=0$. Moreover, we have $\lambda(H, T)=0$ by Theorem 2.1.
Next, we see that

$$
L(T)^{(1)}=[T+[T, T], T+[T, T]] \subseteq T^{(1)}+[T, T]=T^{(1)}+H
$$

Let $x \in L(T), x=a_{1}+h_{1}, a_{1} \in T, h_{1} \in H, y \in L(T)^{(1)}, y=a_{2}+h_{2}, a_{2} \in T^{(1)}, h_{2} \in H$. Then

$$
\lambda(x, y)=\lambda\left(a_{1}, a_{2}\right)=\rho\left(a_{1}, a_{2}\right)=0
$$

Now we are in a position to state the Cartan's Criterion for solvability in the case of Lie triple systems as follows:

Corollary 2.4 A Lie triple system $T$ is solvable if and only if its Killing form $\rho(x, y)=0$, for all $x \in T, y \in T^{(1)}$.

Proof This follows at once from Theorems 1.1, 2.3 and the Cartan's Criterion for Lie algebras.
The following two Lemmas are easy to verify.
Lemma 2.5 Let $I \subset T$ be an ideal of $T$. Then $I^{\perp}$ is also an ideal of $T$, where

$$
I^{\perp}=\{x \in T \mid \rho(x, y)=0, \quad \forall y \in I\}
$$

Lemma 2.6 Let $I$ be an ideal of $T$. Denote by $\rho_{I}(x, y)$ and $\rho(x, y)$ the Killing forms of $I$ and $T$ respectively. Then $\rho_{I}(x, y)=\rho(x, y), \forall x, y \in I$.

Theorem 2.7 Let $T$ be a finite dimensional Lie triple system over a field of characteristic 0 . Then $T$ is semisimple if and only if its Killing form $\rho(x, y)$ is non-degenerate.

Proof Suppose first that the radical $R(T)=0$. Clearly, $\rho\left(T^{\perp}, T\right)=0$, in particular, $\rho\left(T^{\perp}, T^{\perp(1)}\right)=$ 0 . Considering Lemma 2.6 and applying Corollary 2.4 to the ideal $T^{\perp}$, we conclude that $T^{\perp}$ is solvable, and $T^{\perp} \subseteq R(T)=0$, i.e., $\rho$ is non-degenerate.

Conversely, suppose that the Killing form $\rho(x, y)$ is non-degenerate, i.e., $T^{\perp}=\{0\}$. To prove that $T$ is semisimple it suffices to prove that every solvable ideal of $T$ is included in $T^{\perp}$.

Let $I$ be a solvable ideal of $T$, such that $I^{(r+1)}=0, I^{(r)} \neq 0(r \geq 0)$. Since $I^{(r+1)}=$ $\left(I^{(r)}\right)^{(1)}$, we may assume that there exists an ideal $I \neq 0$, such that $I^{(1)}=0$. Choose a basis $\left\{e_{1}, e_{2}, \ldots, e_{r}, e_{r+1}, \ldots, e_{n}\right\}$ for $T, r \leq n$, such that $\left\{e_{1}, e_{2}, \ldots, e_{r}\right\}$ is a basis for $I$. Notice that

$$
\begin{equation*}
[T I T]+[T T I]+[I T T] \subset I,[T I I]=[I T I]=[I I T]=0 \tag{2.6}
\end{equation*}
$$

Set

$$
R\left(e_{i_{3}}, e_{i_{2}}\right) e_{i_{1}}=\sum_{p=1}^{n} a_{i_{1}, i_{2}, i_{3}}^{p} e_{p}, a_{i_{1}, i_{2}, i_{3}}^{p} \in F, 1 \leq i_{1}, i_{2}, i_{3} \leq n
$$

From (2.6) we have

$$
\begin{equation*}
a_{i_{1}, i_{2}, i_{3}}^{p}=0 \tag{2.7}
\end{equation*}
$$

when $p>r$ and at least one $i_{j} \leq r$, or at least two $i_{j} \leq r$, among $i_{1}, i_{2}, i_{3}$.
Let $1 \leq l, i_{2} \leq n, 1 \leq i_{1} \leq r$. Then from (2.7) we obtain

$$
R\left(e_{i_{1}}, e_{i_{2}}\right) e_{l}=\Sigma_{p=1}^{n} a_{l, i_{2}, i_{1}}^{p} e_{p}=\Sigma_{p=1}^{r} a_{l, i_{2}, i_{1}}^{p} e_{p}
$$

Therefore,

$$
\operatorname{tr} R\left(e_{i_{1}}, e_{i_{2}}\right)=\sum_{l=1}^{r} a_{l, i_{2}, i_{1}}^{l}=0
$$

In other words, $\operatorname{tr} R(I, T)=0$. Similarly, $\operatorname{tr} R(T, I)=0$, hence $\rho(I, T)=0$, which yields $I \subseteq T^{\perp}=0$, as desired.

Remark Using the standard imbedding Lie algebras, Meyberg ${ }^{[1]}$ has already proved this theorem. Here, we present a direct proof by using the definition of the Killing forms of Lie triple systems.

## 3. The complexification of real Lie triple systems

In this section we assume $F=R$ or $C$, i.e., all Lie triple systems are assumed to be real or complex. First we introduce a definition for a Lie triple system, which is an analogue in the case of Lie algebras ${ }^{[3]}$.

Definition 3.1 Let $T$ be a Lie triple system over $R$. An $R$-linear endomorphism $J$ of $T$ is called a compatible complex structure, if $J$ satisfies:
(1) $J$ is a complex structure on the vector space $T$, that is, $J^{2}=-\mathrm{id}$.
(2) $J[x y z]=[(J x) y z]$, for $x, y, z \in T$.

From condition (2) and the definition of L.t.s, we have

$$
J[x y z]=[(J x) y z]=[x(J y) z]=[x y(J z)]
$$

It is easy to verify that a real Lie triple system $T_{0}$ with a compatible complex structure $J$ can be turned into a complex Lie triple system, denoted by $\overline{T_{0}}$, by putting

$$
(a+i b) x=a x+b J x, i=\sqrt{-1}, x \in T_{0}, a, b \in R
$$

and with the ternary operation inherited from $T_{0}$.
Let $T_{0}$ be an arbitrary real Lie triple system. We form the tensor product $T_{0}^{C}:=C \otimes_{R} T_{0}$ and regard it as a vector space over $C: \alpha(\beta \otimes x):=\alpha \beta \otimes x$, for any $\alpha, \beta \in C, x \in T_{0}$. Obviously, $T_{0}^{C}$ is a Lie triple system with $[\alpha \otimes x, \beta \otimes y, \gamma \otimes z]=\alpha \beta \gamma \otimes[x y z]$.

This complex Lie triple system is called the complexification of $T_{0}$. We can formally think of $T_{0}^{C}$ as

$$
T_{0}^{C}=\left\{x+i y \mid x, y \in T_{0} \quad \text { and } i=\sqrt{-1}\right\}
$$

A real Lie triple system $T_{0}$ is called a real form of a complex Lie triple system $T$ if its complexification is isomorphic to $T$.

On the other hand, given a complex Lie triple system $T$, then by restricting the ground field to the real field, we obtain a real Lie triple system denoted by $T^{R}$, which will be called the realification of $T$.

Let $J: x \rightarrow i x$, for any $x \in T^{R}$. Obviously, $J$ is a compatible complex structure of $T^{R}$, which is called the regular complex structure on $T^{R}$. Clearly, $\overline{T^{R}}=T$.

Let $T_{0}$ be an arbitrary real Lie triple system, T the complexification of $T_{0}, T^{R}$ the realification of $T$. Notice that $T=T_{0} \dot{+} i T_{0}$ and $T^{R}=T_{0} \dot{+} J T_{0}$.

Theorem 3.1 Let $\rho_{0}, \rho$ and $\rho^{R}$ denote the Killing forms of Lie triple systems $T_{0}, T$ and $T^{R}$, respectively. Then:
(1) $\rho_{0}(x, y)=\rho(x, y)$, for $x, y \in T_{0}$;
(2) $\rho^{R}(x, y)=2 \operatorname{Re} \rho(x, y)$, for $x, y \in T^{R}$ (Re=real part).

Proof Let $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ be a basis of real Lie triple system $T_{0}$. Obviously, it is also a basis of $T$, and $\left\{x_{1}, x_{2}, \ldots, x_{n}, J x_{1}, J x_{2}, \ldots, J x_{n}\right\}$ is a basis of $T^{R}$, where $J$ is the regular complex structure of $T^{R}$.

Let $x, y \in T_{0}$, the endomorphism $R(x, y)$ viewed as acting on $T_{0}$ or as acting on $T$, has the same matrix expression with respect to the basis $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$. Thus, the first relation is proved.

For the second, $\forall x, y \in T^{R}(=T)$, let $B+\sqrt{-1} C$ denote the matrix of $R(x, y)$ with respect to the basis $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ of $T, B$ and $C$ being real. In other words,

$$
\begin{gathered}
R(x, y) x_{i}=\Sigma_{j=1}^{n} b_{j i} x_{j}+\sqrt{-1} \Sigma_{j=1}^{n} c_{j i} x_{j}, \quad i=1, \ldots, n, \\
B=\left(b_{j i}\right)_{n \times n}, \quad C=\left(c_{j i}\right)_{n \times n} .
\end{gathered}
$$

Then,

$$
\begin{aligned}
R(x, y)\left(J x_{i}\right) & =\left[\left(J x_{i}\right) y x\right]=J\left[x_{i} y x\right]=J R(x, y) x_{i} \\
& =J\left(\Sigma_{j=1}^{n} b_{j i} x_{j}+\sqrt{-1} \Sigma_{j=1}^{n} c_{j i} x_{j}\right) \\
& =-\Sigma_{j=1}^{n} c_{j i} x_{j}+\Sigma_{j=1}^{n} b_{j i} J x_{j} .
\end{aligned}
$$

This shows that as an endomorphism on $T^{R}$, the matrix of $R(x, y)$ with respect to the basis $\left\{x_{1}, x_{2}, \ldots, x_{n}, J x_{1}, J x_{2}, \ldots, J x_{n}\right\}$ is

$$
\left(\begin{array}{cc}
B & -C \\
C & B
\end{array}\right)
$$

Then, $\operatorname{tr}_{T^{R}} R(x, y)=2 \operatorname{Retr} \operatorname{tr}_{T} R(x, y)$, and $\rho^{R}(x, y)=2 \operatorname{Re} \rho(x, y)$.
Theorem 3.2 The Killing forms $\rho_{0}, \rho$ and $\rho^{R}$ are all non-degenerate if and only if one of them is.

Proof (1) Assume that $\rho_{0}$ is non-degenerate. Suppose $x+i y \in T$, where $x, y \in T_{0}$, such that $\rho(x+i y, T)=0$. Then

$$
\rho\left(x, T_{0}\right)+i \rho\left(y, T_{0}\right)=0
$$

From Theorem 3.1(1), $\rho_{0}\left(x, T_{0}\right)=\rho_{0}\left(y, T_{0}\right)=0$. Since $\rho_{0}$ is non-degenerate, we have $x=y=0$, then $x+i y=0$. Therefore, $\rho$ is non-degenerate.
(2) Assume $\rho$ is non-degenerate. For any $x, y \in T^{R}$, by Theorem 3.1(2),

$$
\rho^{R}(J x, y)=2 \operatorname{Re} \rho(i x, y)=-2 \operatorname{Im} \rho(x, y)
$$

Let $y \in T^{R}$, such that, $\rho^{R}(y, x)=0$, for all $x \in T^{R}$. Then by Theorem $3.1(2), \operatorname{Re} \rho(x, y)=$ 0. Moreover, $\operatorname{Im} \rho(x, y)=-\frac{1}{2} \rho^{R}(J x, y)=-\frac{1}{2} \rho^{R}(y, J x)=0$, so $\rho(x, y)=0, \forall x \in T^{R}$, then $\rho\left(y, T^{R}\right)=0$. That is, $\rho(y, T)=0$, hence $y=0$. Therefore, $\rho^{R}$ is non-degenerate.
(3) Assume $\rho^{R}$ is non-degenerate. Let $x \in T_{0}$, such that $\rho_{0}\left(x, T_{0}\right)=0$. From Theorem $3.1(1), \rho\left(x, T_{0}\right)=0$, hence, $\rho(x, T)=0$. i.e.,

$$
\rho(x, y)=0, \quad \forall y \in T
$$

From Theorem 3.1(2), $\rho^{R}(x, y)=2 \operatorname{Re} \rho(x, y)=0, \forall y \in T^{R}$. Since $\rho^{R}$ is non-degenerate, $x=0$. Therefore, $\rho_{0}(x, y)$ is non-degenerate.

Corollary 3.3 $T_{0}, T$ and $T^{R}$ are all semi-simple if and only if one of them is.
This Corollary follows from Theorems 2.7 and 3.2.
Theorem 3.4 Suppose $\rho_{0}, \rho$ and $\rho^{R}$ are given as the above. Then the following are equivalent:
(a) $\rho_{0}(x, y)=0$, for all $x \in T_{0}, y \in T_{0}^{(1)}$;
(b) $\rho(x, y)=0$, for all $x \in T, y \in T^{(1)}$;
(c) $\rho^{R}(x, y)=0$, for all $x \in T^{R}, y \in\left(T^{R}\right)^{(1)}$.

Proof $(\mathrm{a}) \Rightarrow(\mathrm{b})$. This follows from the identities: $T=T_{0} \dot{+} i T_{0}, T^{(1)}=T_{0}^{(1)} \dot{+} i T_{0}^{(1)}$ and Theorem 3.1(1).
$(\mathrm{b}) \Rightarrow(\mathrm{c})$. This follows from Theorem $3.1(2)$ and the fact that $T$ and $T^{R}$ agree set theoretically.
$(\mathrm{c}) \Rightarrow(\mathrm{a})$. If (c) holds, then $\rho^{R}(x, y)=0$, for all $x \in T_{0}, y \in T_{0}^{(1)}$, because $T^{R}=T_{0} \dot{+} J T_{0}$ and $\left(T^{R}\right)^{(1)}=T_{0}^{(1)} \dot{+} J T_{0}^{(1)}$. Therefore, by Theorem 3.1,

$$
\rho_{0}(x, y)=\rho(x, y)=\operatorname{Re} \rho(x, y)=\frac{1}{2} \rho^{R}(x, y)=0
$$

Corollary 3.5 $T_{0}, T$ and $T^{R}$ are all solvable if and only if one of them is.
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