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1. Introduction

Let A denote the class of functions f(z) normalized by

f(z) = z +
∞∑

n=2

anz
n, (1.1)

which are analytic in the open unit disc U = {z ∈ C : |z| < 1}. Also, let S denote the subclass

of A consisting of all functions which are univalent in U (see [1]).

It is well known that every function f ∈ S of the form (1.1) has an inverse f−1, defined by

f−1(f(z)) = z(z ∈ U) and f−1(f(ω)) = ω (|ω| < r; r ≥ 1
4 ), where

f−1(ω) = ω − a2ω
2 + (2a2 − a3)ω

3 − (5a22 − 5a2a3 + a4)ω
4 + · · · (1.2)

A function f ∈ A is bi-univalent in U if both f and f−1 are univalent in U. Let Σ denote

the class of bi-univalent functions defined in the open unit disk U. Recently, the bounds of

coefficients of analytic and bi-univalent functions have been studied by many authors [2–7].

Let u(z) and v(z) be analytic in A. We say that the function u(z) is subordinate to v(z)

in U, and write u(z) ≺ v(z), if there exists a Schwarz function ω(z), which is analytic in U with

ω(0) = 0 and |ω(z)| < 1 such that u(z) = v(ω(z)) (z ∈ U).
Furthermore, if the function v is univalent in U, then we have the following equivalence:

u(z) ≺ v(z) (z ∈ U) ⇐⇒ u(0) = v(0) and u(U) ⊂ v(U).
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Let P denote the class of functions p(z) of the form:

p(z) = 1 +
∞∑

n=1

cnz
n, (1.3)

which are analytic in U. If ℜ(p(z)) > 0 (z ∈ U), we say that p(z) is the Caratheodory function

[1].

Let S∗(α) and K(α) (0 ≤ α < 1) denote the subclass consisting of all functions, which are

defined, respectively, by

ℜ{zf
′(z)

f(z)
} > α

and

ℜ{1 + zf ′′(z)

f ′(z)
} > α, f(z) ∈ A.

The classes S∗(α) and K(α) were introduced by Robertson [8]. Obviously, for α = 0, we

have the well-known classes S∗ and K, respectively.

Also, let M(β) and N(β) (β > 1) denote the subclasses consisting of all functions, which

are defined, respectively, by

ℜ{zf
′(z)

f(z)
} < β

and

ℜ{1 + zf ′′(z)

f ′(z)
} < β, f(z) ∈ A.

The classes M(β) and N(β) were investigated by Uralegaddi, Ganigi and Sarangi [9] (see also

[10]).

In [11], Kuroki and Owa defined an analytic function Sα,β(z) : U → C as follows.

Definition 1.1 ([11]) Let α and β be real numbers with α < 1 and β > 1. Then the function

Sα,β(z) defined by

Sα,β(z) = 1 +
β − α

π
i log

(1− e
2πi(1−α)

β−α z

1− z

)
, z ∈ U (1.4)

is analytic and univalent in U with Sα,β(0) = 1. In addition, Sα,β(z) maps U onto the strip

domain ω with α < ℜ{ω} < β.

We note that the function Sα,β(z) defined by (1.4) has the form [11]

Sα,β(z) = 1 +
∞∑

n=1

Bnz
n, (1.5)

where

Bn =
β − α

nπ
i(1− e

2nπi(1−α)
β−α ), n ∈ N. (1.6)

Definition 1.2 ([12]) Let −1 ≤ B < A ≤ 1, C ̸= D and −1 ≤ D ≤ 1. Then the analytic

function p(z) ∈ P (A,B;C,D) if and only if p(z) satisfies each of the following two subordination

relationships:

p(z) ≺ h1(z) =
1 +Az

1 +Bz
(1.7)
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and

p(z) ≺ h2(z) =
1 + Cz

1 +Dz
. (1.8)

For A = 1 − 2α (0 ≤ α < 1), B = −1, C = 1 − 2β (β > 1) and D = −1 in P (A,B;C,D),

we obtain the following relationship:

p(z) ∈ P (α, β) = P (1− 2α,−1; 1− 2β,−1) ⇐⇒ α < ℜ{p(z)} < β. (1.9)

From (1.4) and (1.9), we have

p(z) ∈ P (α, β) ⇐⇒ p(z) ≺ Sα,β(z). (1.10)

Also, from Definition 1.2, we introduce the following subclass of p(z) ∈ P (A,B;C,D).

Definition 1.3 Let

P̃ (ρ1) = {p(z) = 1 +
∞∑

n=1

cnz
n : ℜ(p(z)) > ρ1},

P̃ (ρ2) = {p(z) = 1 +

∞∑
n=1

cnz
n : ℜ(p(z)) < ρ2},

P̃ (ρ1, ρ2) = {p(z) = 1 +
∞∑

n=1

cnz
n : ρ1 < ℜ(p(z)) < ρ2}

and

P̃ (ρ3, ρ4) = {p(z) = 1 +
∞∑

n=1

cnz
n : ρ3 < ℜ{p(z)},ℜ{2− p(z)} < 1 + ρ4},

where 
ρ1 = max{ 1−A

1−B ,
1+C
1+D}, −1 < B < A ≤ 1, −1 < C < D < 1,

ρ2 = min{ 1+A
1+B ,

1−C
1−D}, −1 < B < A ≤ 1, −1 < C < D < 1,

ρ3 = {1−A
2 }, B = −1,

ρ4 = {1−C
2 }, D = 1.

(1.11)

In [13], Sǎlǎgean defined the operator Dmf(z) : A → A as follows:

D0f(z) = f(z), D′f(z) = Df(z) = zf ′(z),

in general,

Dmf(z) = D(Dm−1f(z)) = z +
∞∑

n=2

nmanz
n, m ∈ N0 = N

∪
{0}. (1.12)

By using the operator Dm, we introduce the following two new subclasses of A.

Definition 1.4 Let m ∈ N0, 0 ≤ λ, −1 ≤ B < A ≤ 1, −1 < C < D ≤ 1, and f(z) ∈ A. Then

the function f(z) ∈ Sm,λ(A,B;C,D) if and only if f(z) satisfies the following condition:

ψ(f ;m,λ) =
Dm+1f(z)

Dmf(z)
+ λ

z2(Dmf(z))′′

Dmf(z)
∈ P (A,B;C,D). (1.13)

From the class Sm,λ(A,B;C,D), we obtain the following subclasses which were studied in many

earlier works:
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(i) S0,0(1− 2α,−1; 1− 2β,−1) = S(α, β) (0 ≤ α < 1, β > 1) (see [11,14]).

(ii) S1,0(1− 2α,−1; 1− 2β,−1) = K(α, β) (0 ≤ α < 1, β > 1) (see [15]).

(iii) S0,λ(1− 2α,−1; 1− 2β,−1) = K(λ;α, β) (see [16]).

(iv) Sm,0(A,B;C,D) = Sm(A,B;C,D) (see [12]).

Definition 1.5 Let m ∈ N0, 0 ≤ λ, −1 ≤ B < A ≤ 1, −1 < C < D ≤ 1, and f(z) ∈ A.

We denote by SΣm,λ(A,B;C,D) the class of bi-univalent functions consisting of the functions

in A such that f ∈ SΣm,λ(A,B;C,D) and f−1 ∈ SΣm,λ(A,B;C,D), where f−1 is the inverse

function of f .

This paper is organized as follows. We start with the function p(z) ∈ P (A,B;C,D) if and

only if p(z) satisfies each of the two conditions. We obtain the bounds of coefficients and Fekete-

szegö inequality for functions in this class and coefficient estimates of bi-univalent functions for

certain subclasses of this class. The results presented here extend some of the earlier results.

2. Preliminary results

To prove the main results in the paper, we need the following lemmas.

Lemma 2.1 ([12]) The function p(z) ∈ P (A,B;C,D) if and only if p(z) satisfies each of the

following two conditions:{
| p(z)− σi |< ri, i = 1, 2; −1 < B < A ≤ 1; −1 < C < D < 1,

ρ3 < ℜ{p(z)}, B = −1, ℜ{2− p(z)} < 1 + ρ4, D = 1,
(2.1)

where {
σ1 = 1−AB

1−B2 and r1 = A−B
1−B2 ,

σ2 = 1−CD
1−D2 and r2 = D−C

1−D2 ,
(2.2)

and ρ3, ρ4 are given by (1.11).

Lemma 2.2 ([12]) Let j = 1, 2, 3, 4; −1 < B < A ≤ 1 and −1 < C < D < 1; Sα,β(z) is defined

by (1.4). If p(z) ∈ P (A,B;C,D), then

p(z) ≺ pj(z) =



p1(z) = S 1−A
1−B , 1−C

1−D
(z), BC −AD ≥ |A−B + C −D|, j = 1,

p2(z) = S 1+C
1+D , 1+A

1+B
(z), AD −BC ≥ |A−B + C −D|, j = 2,

p3(z) = S 1−A
1−B , 1+A

1+B
(z), |AD −BC| ≤ B −A+D − C, j = 3,

p4(z) = S 1+C
1+D , 1−C

1−D
(z), |AD −BC| ≤ A−B + C −D, j = 4,

(2.3)

where pj(0) = 1 and

pj(z) =



p1(z) = 1 +
∞∑

n=1
Bn,1z

n, j = 1,

p2(z) = 1 +
∞∑

n=1
Bn,2z

n, j = 2,

p3(z) = 1 +
∞∑

n=1
Bn,3z

n, j = 3,

p4(z) = 1 +
∞∑

n=1
Bn,4z

n, j = 4,

(2.4)
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for

Bn,j =


Bn,1 =

1−C
1−D− 1−A

1−B

nπ i(1− e2nπi(1−
1−A
1−B )/( 1−C

1−D− 1−A
1−B )), j = 1,

Bn,2 =
1+A
1+B− 1+C

1+D

nπ i(1− e2nπi(1−
1+C
1+D )/( 1+A

1+B− 1+C
1+D )), j = 2,

Bn,3 =
1+A
1+B− 1−A

1−B

nπ i(1− e2nπi(1−
1−A
1−B )/( 1+A

1+B− 1−A
1−B )), j = 3,

Bn,4 =
1−C
1−D− 1+C

1+D

nπ i(1− e2nπi(1−
1+C
1+D )/( 1−C

1−D− 1+C
1+D )), j = 4.

(2.5)

Proof (i) Let p(z) ∈ P (A,B;C,D) with BC − AD ≥ |A − B + C −D|. Let p(z) = 1 + c1z +

c2z
2+ · · · ∈ P (A,B;C,D). Then, from Definition 1.2 and the definition of subordination, we get{

p(0) = h1(0), p(U) ⊂ h1(U),
p(0) = h2(0), p(U) ⊂ h2(U),

(2.6)

where h1(z) and h2(z) are given by (1.7) and (1.8), respectively. Therefore, we have{
p(z) = h1(ω1(z)), ω1(0) = 0, |ω1(z)| < 1,

p(z) = h2(ω2(z)), ω2(0) = 0, |ω2(z)| < 1.

We also deduce that {
|ω1(z)| = | p(z)−1

A−Bp(z) | < 1, p(z) = u+ iv,

|ω2(z)| = | p(z)−1
C−Dp(z) | < 1, p(z) = u+ iv.

(2.7)

From (2.7), we find that{
2u(1−AB) > 1−A2 + (1−B2)(u2 + v2),

2u(1− CD) > 1− C2 + (1−D2)(u2 + v2).
(2.8)

Since

|p(z)|2 ≥ [ℜ(p(z))]2, (2.9)

from (2.8) and (2.9) we have {
1−A
1−B < u = ℜ(p(z)) < 1+A

1+B ,
1+C
1+D < u = ℜ(p(z)) < 1−C

1−D .
(2.10)

Then, from (2.10) we obtain
1−A

1−B
< ℜ{p(z)} < 1− C

1−D
.

By using (1.9), we get

p(z) ≺ p1(z) = S 1−A
1−B , 1−C

1−D
(z), BC −AD ≥ |A−B + C −D|.

Also, similarly as the proof in (i), it is easy to prove that

(ii) p(z) ≺ p2(z) = S 1+C
1+D , 1+A

1+B
(z), AD −BC ≥ |A−B + C −D|,

(iii) p(z) ≺ p3(z) = S 1−A
1−B , 1+A

1+B
(z), |AD −BC| ≤ B −A+D − C

and

(iv) p(z) ≺ p4(z) = S 1+C
1+D , 1−C

1−D
(z), |AD −BC| ≤ A−B + C −D.

Therefore, we complete the proof of Lemma 2.2. �
The functions pj (j = 1, 2, 3, 4) maps U onto the strip domain (see Figures 1-1, 1-2, 1-3 and

1-4).
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Figure 1-1 The image of U under p1(z) Figure 1-2 The image of U under p2(z)

for A = 0.1, B = −0.5, C = −0.5, D = 0.2 for A = 0.7, B = 0.4, C = 0.1, D = 0.8
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Figure 1-3 The image of U under p3(z) Figure 1-4 The image of U under p4(z)

for A = 0.7, B = 0.4, C = −0.1, D = 0.8 for A = 0.9, B = 0.1, C = 0.1, D = 0.4

Lemma 2.3 ([20]) Let p(z) = 1+ c1z + c2z
2 + · · · be analytic and univalent in U, and suppose

that p(z) maps U onto a convex domain. If q(z) = 1 + q1z + q2z
2 + · · · is analytic in U and

satisfies the following subordination:

q(z) ≺ p(z), z ∈ U

then

| qn |≤| c1 |, n = 1, 2, . . . .

Using Definition 1.1, Lemma 2.3 and the definition of subordination, we can obtain the

following lemma.

Lemma 2.4 ([12]) Let −1 ≤ B < A ≤ 1, −1 < C < D ≤ 1, i = 1, 2; j = 1, 2, 3, 4 and



556 Shuhai LI, Huo TANG, Li-na MA and et al.

P̃ (ρ1), P̃ (ρ2), P̃ (ρ1, ρ2) and P̃ (ρ3, ρ4) are given by Definition 1.3. If p(z) = 1+ c1z+ c2z
2 + · · · ∈

P (A,B;C,D), then

|cn| ≤ χ(δi; ρj) =


2δ1, p ∈ P̃ (ρ1),

2δ2, p ∈ P̃ (ρ2),

2min{δ1, δ2}, p ∈ P̃ (ρ1, ρ2),

2min{ 1+A
2 , 1−C

2 }, p ∈ P̃ (ρ3, ρ4),

(2.11)

where {
δ1 = min{A−B

1−B ,
D−C
1+D },

δ2 = min{A−B
1+B ,

D−C
1−D },

(2.12)

and ρj are given by (1.11).

Lemma 2.5 ([21]) Let the function p(z) be given by (1.3). If p(z) ∈ P, then for any complex

number γ,

|c2 − γc21| ≤ 2max{1, | 2γ − 1 |},

and the result is sharp for the functions given by p(z) = 1+z2

1−z2 , p(z) =
1+z
1−z .

3. Main results

Using Lemma 2.1 and Definition 1.4, we easily get

Theorem 3.1 Let ψ(f ;m,λ) be defined by (1.13). The function f(z) ∈ Sm,λ(A,B;C,D) if and

only if f(z) satisfies each of the following two conditions:{
| ψ(f ;m,λ)− σi |< ri, i = 1, 2;−1 < B < A ≤ 1;−1 < C < D < 1,

ρ3 < ℜ{ψ(f ;m,λ)}, B = −1, ℜ{2− ψ(f ;m,λ)} < 1 + ρ4, D = 1,

where σi and ri (i = 1, 2) are given by (2.2) and ρk (k = 3, 4) are given by (1.11).

Theorem 3.2 Let m ∈ N0, λ ≥ 0, |a1| = 1 and the function f(z) be given by (1.1). If

f(z) ∈ Sm,λ(A,B;C,D), then

|an| ≤Mn,j(m,λ) =

{ |B1,j |
2m(2λ+1) , n = 2,

|B1,j |
(n−1)(nλ+1)nm

∏n−1
k=2(1 +

|B1,j |
(k−1)(kλ+1) ), n ≥ 3,

(3.1)

where |B1,j | (j = 1, 2, 3, 4) are defined by (2.5).

Proof According to Definition 1.2 and the subordination relationship, we have

Dm+1f(z)

Dmf(z)
+ λ

z2(Dmf(z))′′

Dmf(z)
∈ h1(U) (3.2)

and
Dm+1f(z)

Dmf(z)
+ λ

z2(Dmf(z))′′

Dmf(z)
∈ h2(U), (3.3)

where the functions h1(z) and h2(z) are given by (1.7) and (1.8), respectively.
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Applying (3.2) and (3.3), we get

Dm+1f(z)

Dmf(z)
+ λ

z2(Dmf(z))′′

Dmf(z)
= p(z), ∃ p(z) = 1 + c1z + c2z

2 + · · · ∈ P (A,B;C,D),

or, equivalently,

Dm+1f(z)+λz2(Dmf(z))′′ = p(z)Dmf(z), ∃ p(z) = 1+c1z+c2z
2+ · · · ∈ P (A,B;C,D). (3.4)

Then, comparing the coefficients of zn in the both sides of (3.4), we have

(n− 1)(nλ+ 1)nman = (cn−1 + cn−22
ma2 + · · ·+ c1(n− 1)man−1). (3.5)

Using Lemma 2.2, Lemma 2.3 and (3.5), we obtain

|an| ≤
1

(n− 1)(nλ+ 1)nm
(| cn−1 | + | cn−2 | 2m | a2 | + · · ·+ | c1 | (n− 1)m | an−1 |)

≤ |B1,j |
(n− 1)(nλ+ 1)nm

n−1∑
k=1

km|ak|.

Hence, we have |a2| ≤M2,j(m,λ). To prove the remaining part of the theorem, we need to show

that
n−1∑
k=1

km|ak| ≤
n−1∏
k=2

(1 +
|B1,j |

(k − 1)(kλ+ 1)
), (3.6)

for n = 3, 4, 5, . . . . We use induction to prove (3.6). The case n = 3 is clear. Next, assume that

the inequality (3.6) holds for n = p. Then, a straightforward calculation gives

p∑
k=1

km|ak| =
p−1∑
k=1

km|ak|+ pm|ap|

≤(1 +
|B1,j |

(p− 1)(pλ+ 1)
)

p−1∑
k=1

km|ak|

≤(1 +
|B1,j |

(p− 1)(pλ+ 1)
)

p−1∏
k=2

(1 +
|B1,j |

(k − 1)(kλ+ 1)
)

=

p∏
k=2

(1 +
|B1,j |

(k − 1)(kλ+ 1)
)

which implies that the inequality (3.6) holds for n = p + 1. Hence, the desired estimate for

|an| (n ≥ 3) follows, as asserted in (3.1). This completes the proof of Theorem 3.2. �

Remark 3.3 Taking m = 0, A = 1 − 2α (0 ≤ α ≤ 1), B = −1; C = 1 − 2β (1 < α), D = −1,

we obtain the improved result of Theorem 3.1 in the paper [16]. Also, setting m = 0, λ = 0, we

obtain the improved result of Theorem 3.2 in the paper [12].

Also, using Lemma 2.4 and Definition 1.4, we get

Theorem 3.4 Let m ∈ N0, λ ≥ 0, |a1| = 1 and the function f(z) be given by (1.1). If
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f(z) ∈ Sm,λ(A,B;C,D), then

|an| ≤ Ψn,j(m,λ) =


χ(δi;ρj)

2m(2λ+1) , n = 2,

χ(δi;ρj)
(n−1)(nλ+1)nm

n−1∏
k=2

(1 +
χ(δi;ρj)

(k−1)(kλ+1) ), n ≥ 3,
(3.7)

where χ(δi; ρj) (i = 1, 2; j = 1, 2, 3, 4) are defined by (2.11).

Remark 3.5 Setting m = 0, λ = 0, we obtain the improved result of Theorem 3.1 in [12].

Theorem 3.6 Let m ∈ N0, λ ≥ 0, −1 < B < A ≤ 1, −1 < C < D < 1, 0 ≤ µ ≤ 1 and

pj(z) = 1 +
∑∞

n=1Bn,jz
n (j = 1, 2, 3, 4). If f(z) = z +

∑∞
n=2 anz

n ∈ Sm(A,B;C,D), then

| a3 − µa22 |≤ |B1,j |
2 · 3m(3λ+ 1)

max{1, | B2,j

B1,j
−

2(3λ+ 1)( 34 )
mµ− (2λ+ 1)

(2λ+ 1)2
B1,j |}, (3.8)

where |Bi,j | (i = 1, 2; j = 1, 2, 3, 4) are defined by (2.5).

Proof If f(z) ∈ Sm(A,B;C,D), then there exists a Schwarz function ω(z) in U such that

Dm+1f(z)

Dmf(z)
+ λ

z2(Dmf(z))′′

Dmf(z)
= pj(ω(z)), z ∈ U, (3.9)

where pj(z) (j = 1, 2, 3, 4) are defined by (2.3).

Let the function p(z) be given by

p(z) =
Dm+1f(z)

Dmf(z)
+ λ

z2(Dmf(z))′′

Dmf(z)
. (3.10)

Then, from (3.9) and (3.10) we have p(z) ≺ pj(z). Let

q(z) =
1 + ω(z)

1− ω(z)
= 1 + q1z + q2z

2 + · · · . (3.11)

Then q(z) is analytic and has positive real part in U. From (3.11), we get

ω(z) =
q(z)− 1

q(z) + 1
=

1

2
[q1z + (q2 −

q21
2
)z2 + · · · ]. (3.12)

We see from (3.12) that

p(z) = pj(
q(z)− 1

q(z) + 1
) = 1 +

1

2
B1,jq1z + [

1

2
B1,j(q2 −

q21
2
) +

B2,jq
2
1

4
]z2 + · · · . (3.13)

Using (3.10) and (3.13), we obtain

(2λ+ 1)2ma2 =
B1,jq1

2
,

2(3λ+ 1)3ma3 − (2λ+ 1)4ma22 =
B1,jq2

2
− q21

4
(B1,j −B2,j),

which imply that

a3 − µa22 =
B1,j

4 · 3m(3λ+ 1)
[q2 − γjq

2
1 ], (3.14)

where, for convenience,

γj =
1

2
[1− B2,j

B1,j
+

2(3λ+ 1)( 34 )
mµ− (2λ+ 1)

(2λ+ 1)2
B1,j ].
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Then, applying Lemma 2.5, we have

| a3 − µa22 | ≤ |B1,j |
4 · 3m(3λ+ 1)

|q2 − γjq
2
1 | ≤

|B1,j |
2 · 3m(3λ+ 1)

max{1, | 1− 2γj |}

≤ |B1,j |
2 · 3m(3λ+ 1)

max{1, | B2,j

B1,j
−

2(3λ+ 1)( 34 )
mµ− (2λ+ 1)

(2λ+ 1)2
B1,j |}.

The estimate is sharp for the function fj(z) (j = 1, 2, 3, 4) defined by

fj(z) = D−m
[ ∫ z

0

(
exp

(∫ η

0

pj(ξ)− 1

ξ
dξ

))
dη

]
, (3.15)

where the function pj(z) (j = 1, 2, 3, 4) are given by (2.3) (see Figures 2-1, 2-2, 2-3 and 2-4).

Hence we complete the proof of Theorem 3.6. �
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Figure 2-1 The image of U under f1(z) for Figure 2-2 The image of U under f2(z) for

A = 0.1, B = −0.5, C = −0.5, D = 0.2,m = 0 A = 0.7, B = 0.4, C = 0.1, D = 0.8,m = 0
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Figure 2-3 The image of U under f3(z) for Figure 2-4 The image of U under f4(z) for

A = 0.7, B = 0.4, C = −0.1, D = 0.8,m = 0 A = 0.9, B = 0.1, C = 0.1, D = 0.4,m = 0

Remark 3.7 Setting m = 0, A = 1 − 2α (0 ≤ α ≤ 1), B = −1; C = 1 − 2β (1 < α), D = −1,
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we obtain the improved result of Theorem 2 in the paper [16]. Also, taking m = 0, λ = 0, we

have the improved result of Theorem 3.3 in the paper [12].

Using Theorem 3.6, we can easily get the following result.

Corollary 3.8 Let m ∈ N0, λ ≥ 0, −1 < B < A ≤ 1, −1 < C < D < 1, and f−1 be the inverse

function of f . If f(z) ∈ Sm(A,B;C,D), and

f−1(ω) = ω +
∞∑

n=2

bnω
n, |ω| < r; r ≥ 1

4
,

then

|b2| ≤
|B1,j |

2m(2λ+ 1)
and |b3| ≤

|B1,j |
2 · 3m(3λ+ 1)

max{1, |B2,j

B1,j
−

4(3λ+ 1)( 34 )
m − (2λ+ 1)

(2λ+ 1)2
B1,j |},

where |Bi,j | (i = 1, 2; j = 1, 2, 3, 4) are defined by (2.5).

Proof The relations (1.2) and f−1(ω) = ω + b2ω
2 + · · · yield b2 = −a2 and b3 = 2a22 − a3.

Thus, in view of (3.1) and the identity |b2| = |a2|, the estimate for |b2| follows immediately.

Furthermore, applying Theorem 3.6 with µ = 2 gives the estimate for |b3|. �
Finally, we will estimate some initial coefficients for the bi-univalent functions f .

Theorem 3.9 Let m ∈ N0, λ ≥ 0, −1 < B < A ≤ 1, −1 < C < D < 1. If f ∈
SΣm,λ(A,B;C,D), then

|a2| ≤
|B1,j |

√
|B1,j |√

|B2
1,j [2(3λ+ 1)3m − (2λ+ 1)4m] + 4m(2λ+ 1)2(B1,j −B2,j)|

and

|a3| ≤
|B1,j |{2|4(3λ+ 1)3m − (2λ+ 1)4m|+ 2(2λ+ 1)4m}+ 8(3λ+ 1)3m|B1,j −B2,j |

4(3λ+ 1)3m|4(3λ+ 1)3m − 2(2λ+ 1)4m|
, (3.16)

where |Bi,j | (i = 1, 2; j = 1, 2, 3, 4) are defined by (2.5).

Proof If f(z) ∈ SΣm(A,B;C,D), then f(z) ∈ Sm,λ(A,B;C,D) and g = f−1 ∈ Sm,λ(A,B;C,D).

Hence

G(z) =
Dm+1f(z)

Dmf(z)
+ λ

z2(Dmf(z))′′

Dmf(z)
≺ pj(z), z ∈ U; j = 1, 2, 3, 4

and

H(z) =
Dm+1g(z)

Dmg(z)
+ λ

z2(Dmg(z))′′

Dmg(z)
≺ pj(z), z ∈ U; j = 1, 2, 3, 4,

where the function pj(z) is given by (2.3). Let

ς(z) =
1 + p−1

j (G(z))

1− p−1
j (G(z))

= 1 + ς1z + ς2z
2 + · · · , z ∈ U; j = 1, 2, 3, 4

and

τ(z) =
1 + p−1

j (H(z))

1− p−1
j (H(z))

= 1 + τ1z + τ2z
2 + · · · , z ∈ U; j = 1, 2, 3, 4.
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Then ς and τ are analytic and have positive real part in U, and satisfy the estimates

|ςn| ≤ 2 and |τn| ≤ 2, n ∈ N. (3.17)

Therefore, we have

G(z) = pj(
ς(z)− 1

ς(z) + 1
) and H(z) = pj(

τ(z)− 1

τ(z) + 1
), z ∈ U; j = 1, 2, 3, 4.

By comparing the coefficients, we get

(2λ+ 1)2ma2 =
B1,jς1

2
, (3.18)

2(3λ+ 1)3ma3 − (2λ+ 1)22ma22 =
B1,jς2

2
− ς21

4
(B1,j −B2,j), (3.19)

−(2λ+ 1)2ma2 =
B1,jτ1

2
(3.20)

and

−2(3λ+ 1)3ma3 + [4(3λ+ 1)3m − (2λ+ 1)4m]a22 =
B1,jτ2

2
− τ21

4
(B1,j −B2,j), (3.21)

where Bi,j (i = 1, 2; j = 1, 2, 3, 4) are given by (2.5). From (3.18) and (3.20), we obtain

ς1 = −τ1. (3.22)

Also, from (3.19)–(3.22), we see that

a22 =
B3

1,j(ς2 + τ2)

4B2
1,j [2(3λ+ 1)3m − (2λ+ 1)4m] + 4m+1(2λ+ 1)2(B1,j −B2,j)

and

a3 =
B1,j{[4(3λ+ 1)3m − (2λ+ 1)4m]ς2 + (2λ+ 1)4mτ2} − 2(3λ+ 1)3m(B1,j −B2,j)ς

2
1

4(3λ+ 1)3m[4(3λ+ 1)3m − 2(2λ+ 1)4m]
.

These equations, together with (3.17), give the bounds on |a2| and |a3| as asserted in (3.16).

This completes the proof of Theorem 3.9. �

Remark 3.10 Letting m = 0, A = 1− 2α (0 ≤ α ≤ 1), B = −1; C = 1− 2β (1 < α), D = −1,

we get the improved result of Theorem 3.6 in the paper [16].
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