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Abstract We show that zeros of Morgan-Voyce polynomials are dense in the closed interval

[−4, 0]. We show also that coefficients of Morgan-Voyce polynomials are approximately normally

distributed and that the coefficient arrays are totally positive matrices.
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1. Introduction

Morgan-Voyce polynomials bn(x) and Bn(x), introduced by A. M. Morgan-Voyce in his study

of electrical ladder networks of resistors, are defined by the recurrence relations{
bn(x) = xBn−1(x) + bn−1(x);

Bn(x) = (x+ 1)Bn−1(x) + bn−1(x),

for n ≥ 1, with b0(x) = B0(x) = 1. Alternative recurrences are{
bn(x) = (x+ 2)bn−1(x)− bn−2(x);

b0(x) = 1, b1(x) = x+ 1,
(1.1)

{
Bn(x) = (x+ 2)Bn−1(x)−Bn−2(x);

B0(x) = 1, B1(x) = x+ 2.
(1.2)

Morgan-Voyce polynomials have many fascinating and interesting analytic properties [1, 2],

as well as [3, Chapter 41] and references therein. The polynomials can be given explicitly by the

sums

bn(x) =
n∑

k=0

b(n, k)xk, b(n, k) =

(
n+ k

n− k

)
, (1.3)

Bn(x) =
n∑

k=0

B(n, k)xk, B(n, k) =

(
n+ k + 1

n− k

)
. (1.4)

It is known that zeros of all Morgan-Voyce polynomials bn(x) (resp., Bn(x)) are real and in

the open interval (−4, 0). In the next section we show that these zeros are dense in the closed
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interval [−4, 0]. In Section 3, we show that coefficients b(n, k) (resp., B(n, k)) of Morgan-Voyce

polynomials, just like the binomial coefficients
(
n
k

)
, are approximately normally distributed. In

Section 4, we show that the coefficient array (b(n, k))n,k≥0 (resp., (B(n, k))n,k≥0), just like the

Pascal triangle
((

n
k

))
n,k≥0

, is a totally positive matrix. Finally in Section 5, we propose a couple

of problems for further work.

2. Zeros of Morgan-Voyce polynomials

It is known [2] that bn(x) and Bn(x) have only real zeros:

bn(x) =
n∏

k=1

(x+ rn,k), rn,k = 4 sin2
(2k − 1)π

4n+ 2
, (2.1)

Bn(x) =
n∏

k=1

(x+Rn,k), Rn,k = 4 sin2
kπ

2n+ 2
. (2.2)

Clearly, zeros of all bn(x) (resp., Bn(x)) are in the open interval (−4, 0). In this section we show

that these zeros turn out to be dense in the closed interval [−4, 0].

Let (fn(x))n≥0 be a sequence of complex polynomials. We say that the complex number x

is a limit of zeros of the sequence (fn(x))n≥0 if there is a sequence (zn)n≥0 such that fn(zn) = 0

and zn → x as n → +∞. Suppose now that (fn(x))n≥0 is a sequence of polynomials satisfying

the recursion fn+k(x) = −
∑k

j=1 cj(x)fn+k−j(x) where cj(x) are polynomials in x. Let λj(x) be

all roots of the associated characteristic equation λk +
∑k

j=1 cj(x)λ
k−j = 0. It is well known

that if λj(x) are distinct, then

fn(x) =

k∑
j=1

αj(x)λ
n
j (x), (2.3)

where αj(x) are determined from the initial conditions.

Lemma 2.1 ([4, Theorem]) Under the non-degeneracy requirements that in (2.3) no αj(x) is

identically zero and that for no pair i ̸= j is λi(x) ≡ ωλj(x) for some ω ∈ C of unit modulus,

then x is a limit of zeros of (fn(x))n≥0 if and only if either

(1) Two or more of the λi(x) are of equal modulus, and strictly greater (in modulus) than

the others; or

(2) For some j, λj(x) has modulus strictly greater than all the other λi(x) have, and

αj(x) = 0.

Theorem 2.2 Zeros of (bn(x))n≥0 (resp., (Bn(x))n≥0) are dense in the closed interval [−4, 0].

Proof We prove the result only for Bn(x) since the proof for bn(x) is similar. We present a

stronger result: each x ∈ [−4, 0] is a limit of zeros of the sequence (Bn(x))n≥0.

By the recurrence relation (1.2) we may obtain the Binet form

Bn(x) =
λn+1
1 − λn+1

2

λ1 − λ2
, (2.4)

where λ1,2(x) =
x+2±

√
x2+4x

2 are two roots of the characteristic equation λ2 − (x+ 2)λ+ 1 = 0.
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The non-degeneracy conditions of Lemma 2.1 are clearly satisfied from (2.4). So the limits

of zeros of (Bn(x))n≥0 are those real numbers x for which |λ1(x)| = |λ2(x)|, i.e.,∣∣x+ 2 +
√
x2 + 4x

2

∣∣ = ∣∣x+ 2−
√
x2 + 4x

2

∣∣.
In other words,

√
x2 + 4x must be purely imaginary (allowing 0 to be purely imaginary). Thus

x2 + 4x ≤ 0, i.e., −4 ≤ x ≤ 0, which is what we wanted to show. 2
3. Asymptotic normality

Let a(n, k) be a double-indexed sequence of nonnegative numbers and let p(n, k) = a(n,k)∑n
j=0 a(n,j)

denote the normalized probabilities. Following Bender [5], we say that the sequence a(n, k) is

asymptotically normal by a central limit theorem, if

lim
n→∞

sup
x∈R

∣∣∣ ∑
k≤µn+xσn

p(n, k)− 1√
2π

∫ x

−∞
e−t2/2dt

∣∣∣ = 0, (3.1)

where µn and σ2
n are the mean and variance of a(n, k), respectively. We say that a(n, k) is

asymptotically normal by a local limit theorem on R if

lim
n→∞

sup
x∈R

∣∣σnp(n, ⌊µn + xσn⌋)−
1√
2π

e−x2/2
∣∣ = 0. (3.2)

In this case,

a(n, k) ∼
e−x2/2

∑n
j=0 a(n, j)

σn

√
2π

as n → ∞, (3.3)

where k = µn + xσn and x = O(1). Clearly, the validity of (3.2) implies that of (3.1).

Many well-known combinatorial sequences enjoy central and local limit theorems. For exam-

ple, the famous de Moivre-Laplace theorem states that the binomial coefficients
(
n
k

)
are asymp-

totically normal (by central and local limit theorems). Other examples include the signless

Stirling numbers c(n, k) of the first kind, the Stirling numbers S(n, k) of the second kind, and

the Eulerian numbers A(n, k). See [6] for an excellent survey about asymptotic normality of

combinatorial sequences. A standard approach to demonstrating asymptotic normality is the

following criterion (see [5, Theorem 2] for instance and [6, Example 3.4.2] for historical remarks).

Lemma 3.1 Suppose that An(x) =
∑n

k=0 a(n, k)x
k have only real zeros and An(x) =

∏n
i=1(x+

ri), where all a(n, k) and ri are nonnegative. Let

µn =

n∑
i=1

1

1 + ri
, σ2

n =

n∑
i=1

ri
(1 + ri)2

.

Then if σ2
n → +∞, the numbers a(n, k) are asymptotically normal (by central and local limit

theorems) with the mean µn and variance σ2
n.

Theorem 3.2 The numbers b(n, k) =
(
n+k
n−k

)
(resp., B(n, k)) are asymptotically normal (by

central and local limit theorems) with the mean µn = n/
√
5 and variance σ2

n ∼ (2n)/(5
√
5).

Proof We prove the result only for B(n, k) since the proof for b(n, k) is similar. By (2.2) we
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have

µn =
n∑

k=1

1

1 + 4 sin2 kπ
2n+2

→ 2n

π

∫ π/2

0

1

1 + 4 sin2 θ
dθ =

n√
5
,

σ2
n =

n∑
k=1

4 sin2 kπ
2n+2

(1 + 4 sin2 kπ
2n+2 )

2
→ 2n

π

∫ π/2

0

4 sin2 θ

(1 + 4 sin2 θ)2
dθ =

2n

5
√
5
.

Thus the statement follows from Lemma 3.1. 2
4. Total positivity

Following Karlin [7], a (finite or infinite) matrix is called totally positive (TP for short) if

all its minors are nonnegative. Let (an)n≥0 be an infinite sequence of nonnegative numbers (we

identify a finite sequence a0, a1, . . . , an with the infinite sequence a0, a1, . . . , an, 0, 0, . . .). Define

its Toeplitz matrix

[ai−j ] =


a0

a1 a0

a2 a1 a0
...

. . .

 .

We say that the sequence is a Pólya frequency (PF for short) sequence if the corresponding

Toeplitz matrix is TP. A fundamental characterization for PF sequences is due to Schoenberg

and Edrei, which states that a sequence (an)n≥0 is PF if and only if its generating function∑
n≥0

anx
n = axkeγx

∏
j≥0(1 + αjx)∏
j≥0(1− βjx)

,

where a > 0, k ∈ N, αj , βj , γ ≥ 0, and
∑

j≥0(αj + βj) < +∞ (see [7, p.412] for instance). In this

case, we say also that the corresponding generating function is PF.

Let d(x) and h(x) be two formal power series. Denote by R = (d(x), h(x)) an infinite matrix

whose generating function of the kth column is hk(x)d(x) for k = 0, 1, 2, . . . . We say that R

is a (proper) Riordan array when d(0) = 1, h(0) = 0 and h′(0) ̸= 0. Riordan arrays play

an important unifying role in enumerative combinatorics and many well-known combinatorial

matrices are Riordan arrays [8]. For example, the Pascal triangle P =
[(

n
k

)]
is a Riordan array

and P =
(

1
1−x ,

x
1−x

)
.

Lemma 4.1 ([9]) If both d(x) and h(x) are PF, then the Riordan array R = (d(x), h(x)) is TP.

Now consider coefficient arrays for Morgan-Voyce polynomials

b =

[(
n+ k

n− k

)]
n,k≥0

=



1

1 1

1 3 1

1 6 5 1
...

. . .


,
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B =

[(
n+ k + 1

n− k

)]
n,k≥0

=



1

2 1

3 4 1

4 10 6 1
...

. . .


.

We have the following result.

Theorem 4.2 Both b and B are totally positive matrices.

Proof The generating function of the kth column of b is∑
n≥k

(
n+ k

n− k

)
xn = xk

∑
m≥0

(
m+ 2k

m

)
xm =

xk

(1− x)2k+1
.

Hence b is a Riordan array and b = ( 1
1−x ,

x
(1−x)2 ).

Similarly, B is the Riordan array ( 1
(1−x)2 ,

x
(1−x)2 ). It immediately follows from Lemma 4.1

that both b and B are TP. 2
Remark 4.3 The columns of b and B correspond with odd and even columns of P , respectively.

5. Remarks

Let (an)n≤0 be a sequence of real numbers. We say that (an(q))n≥0 is a log-convex sequence

(LCX for short) if an−1an+1 ≥ a2n for n ≥ 1. We say that (an)n≥0 is a Stieltjes moment sequence

(SM for short) if the Hankel matrix [ai+j ]i,j≥0 is TP. Clearly, SM implies LCX (see [10] for

instance). It is known [11] that the central binomial coefficients
(
2n
n

)
and the Catalan numbers

1
n+1

(
2n
n

)
form Stieltjes moment sequences, respectively.

Let f(q) and g(q) be two real polynomials in q. We say that f(q) is q-nonnegative if all

coefficients of f(q) are nonnegative. Denote f(q) ≥q g(q) if f(q) − g(q) is q-nonnegative. Let

A(q) = [an,k(q)]n,k≥0 be a matrix whose entries are all real polynomials in q. We say that A(q) is

a q-totally positive matrix (q-TP for short) if all minors are q-nonnegative. Let (fn(q))n≤0 be a

sequence of real polynomials in q. We say that (fn(q))n≥0 is a q-log-convex sequence (q-LCX for

short) if fn−1(q)fn+1(q) ≥q f2
n(q) for n ≥ 1. We say that (fn(q))n≥0 is a strongly q-log-convex

sequence (q-SLCX for short) if fm−1(q)fn+1(q) ≥q fm(q)fn(q) for n ≥ m ≥ 1. By the definition,

q-SLCX implies q-LCX. If the Hankel matrix [fi+j(q)]i,j≥0 is q-TP, then we say that (fn(q))n≥0

is a q-Stieltjes moment sequence (q-SM for short). It is known [11] that q-SM implies q-SLCX.

Clearly, Morgan-Voyce polynomials bn(q) form a q-LCX sequence since bn−1(q)bn+1(q) −
b2n(q) = q. It is not difficult to show that (bn(q))n≥0 is also q-SLCX. Actually, Wang and

Zhu [11] showed that (bn(q))n≥0 is q-SM. The q-central Delannoy numbers and the q-Schröder

numbers are defined as

Dn(q) =
n∑

k=0

(
n+ k

n− k

)(
2k

k

)
qn−k,
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rn(q) =

n∑
k=0

(
n+ k

n− k

)
1

k + 1

(
2k

k

)
qn−k,

respectively. It is known [11] that both (Dn(q))n≥0 and (rn(q))n≥0 are q-SM.

Let

zn(q) =
n∑

k=0

(
n+ k

n− k

)
xkq

n−k, n = 0, 1, 2, . . . .

Suppose that (xk)k≥0 is LCX. Then (zn(q))n≥0 is q-LCX (see [12]) and q-SLCX (see [13]).

Suppose that (xk)k≥0 is SM. Then (zn(q))n≥0 is SM for any fixed positive number q (see [11]).

It is possible that (zn(q))n≥0 is q-SM.

Further, consider the linear transformation

zn(q) =

n∑
k=0

(
n+ k

n− k

)
xk(q), n = 0, 1, 2, . . . . (5.1)

Liu and Wang [12] showed that (5.1) preserves the q-LCX property. Zhu and Sun [13] showed

that (5.1) preserves the q-SLCX property. It is possible that (5.1) preserves the q-SM property.

On the contrary, the sequence (Bn(q))n≥0 is not q-LCX since Bn−1(q)Bn+1(q)−B2
n(q) = −1.

This sequence possesses the so-called q-log-concavity and enjoys many interesting properties. We

omit the details for brevity.
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