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#### Abstract

In this paper, we introduce an inexact averaged projection algorithm to solve the nonconvex multiple-set split feasibility problem, where the involved sets are semi-algebraic proxregular sets. By means of the well-known Kurdyka-Łojasiewicz inequality, we establish the convergence of the proposed algorithm.
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## 1. Introduction

The split feasibility problem (SFP) was first presented by Censor et al. [1], it is an inverse problem that arises in medical image reconstruction, phase retrieval, radiation therapy treatment, signal processing. The SFP can be mathematically characterized by finding a point $x^{*}$ satisfying

$$
\begin{equation*}
x^{*} \in C, \quad A x^{*} \in Q \text {, } \tag{1.1}
\end{equation*}
$$

where $C$ and $Q$ are nonempty closed convex subsets of $\mathcal{R}^{n}$ and $A$ is a matrix. If $A=I$, then SFP (1.1) reduces to the classic feasibility problem (FP). There are various algorithms proposed to solve the SFP (1.1), see [2-4] and the references therein. This paper considers the multiple-set split feasibility problem (MFSP) which generalizes the SFP (1.1) and can be mathematically characterized by finding a vector $x^{*}$ satisfying

$$
\begin{equation*}
x^{*} \in C:=\bigcap_{i=1}^{t} C_{i} \text { such that } A x^{*} \in Q:=\bigcap_{j=1}^{r} Q_{j} \tag{1.2}
\end{equation*}
$$

where $C_{i} \subset \mathcal{R}^{n}, i=1, \ldots, t$ and $Q_{j} \subset \mathcal{R}^{m}, j=1, \ldots, r$ are nonempty closed sets, $A \in \mathcal{R}^{m \times n}$ is a given matrix. Obviously, if $t=r=1$, MSFP (1.2) reduces to SFP (1.1). For convenience, we let SOL(MSFP) denote the solution set of MSFP (1.2). Although there are many methods proposed

[^0]to deal with MSFP (1.2), most existing works [5-7] only focus on the convex settings, i.e., all the involved sets are convex. This does not cover contemporary applications that involve nonconvex constraints and the research in this direction is still in its infancy. In this paper, we consider the MSFP (1.2) in a possibly nonconvex setting, i.e., we allow the sets $C_{i}$ and $Q_{i}$ to be possibly nonconvex. Recently, Attouch et al. [8] proposed the inexact averaged projection method (APM) for solving a special nonconvex FP, where the involved sets are semi-algebraic prox-regular sets. In this paper, our main motivation aims at extending the APM to solve the MSFP (1.2). By means of the well-known Kurdyka-Eojasiewicz inequality, we establish the convergence of the algorithm.

The rest of the paper is organized as follows. We introduce notations and some preliminary results in Section 2. In Section 3, we study the convergence of the APM for solving MFSP (1.2).

## 2. Preliminaries

In this section, we summarize some notations and preliminaries to be used for further analysis. Let $F: \mathcal{R}^{n} \rightrightarrows \mathcal{R}^{m}$ be a point-to-set mapping. Then its graph is defined by

$$
\text { Graph } F:=\left\{(x, y) \in \mathcal{R}^{n} \times \mathcal{R}^{m}: y \in F(x)\right\} .
$$

For any subset $S \subset \mathcal{R}^{n}$ and any point $x \in \mathcal{R}^{n}$, the distance and the projection of any point $x$ onto a set $S$ are defined by

$$
d_{S}(x):=\inf _{y \in S}\|x-y\| \text { and } P_{S}(x):=\arg \min _{y \in S}\|x-y\|,
$$

respectively. When $S:=\emptyset$, we set $d_{S}(x):=+\infty$ for all $x$.
Definition 2.1 The open ball with center $c \in \mathcal{R}^{n}$ and radius $r>0$ is denoted by $B(c, r)$ and defined by

$$
B(c, r):=\left\{x \in \mathcal{R}^{n}:\|x-c\|<r\right\} .
$$

Definition 2.2 Given a function $f: \mathcal{R}^{n} \rightarrow \mathcal{R} \cup\{+\infty\}$, the effective domain and the epigraph of $f$ are defined by

$$
\operatorname{dom} f:=\{x \mid f(x)<+\infty\} \text { and epi } f:=\left\{(x, \alpha) \in \mathcal{R}^{n} \times \mathcal{R}: f(x) \leq \alpha\right\},
$$

respectively. We say that the function $f$ is proper (respectively, lower semicontinuous) if $\operatorname{dom} f$ (respectively, epif) is nonempty (respectively, closed).

Let us recall definitions concerning subdifferential $[9,10]$.
Definition 2.3 ([10, Definition 8.3]) Let $f: \mathcal{R}^{n} \rightarrow \mathcal{R} \cup\{+\infty\}$ be a proper lower semicontinuous function.
(i) The Fréchet subdifferential, or regular subdifferential, of $f$ at $x \in \operatorname{dom} f$, written $\hat{\partial} f(x)$, is the set of vectors $x^{*} \in \mathcal{R}^{n}$ that satisfy

$$
\liminf _{y \neq x, y \rightarrow x} \frac{f(y)-f(x)-\left\langle x^{*}, y-x\right\rangle}{\|y-x\|} \geq 0 .
$$

When $x \notin \operatorname{dom} f$, we set $\hat{\partial} f(x):=\emptyset$.
(ii) The limiting-subdifferential, or simply the subdifferential, of $f$ at $x \in \operatorname{dom} f$, written $\partial f(x)$, is defined as follows:

$$
\partial f(x):=\left\{x^{*} \in \mathcal{R}^{n}: \exists x_{n} \rightarrow x, f\left(x_{n}\right) \rightarrow f(x), x_{n}^{*} \in \hat{\partial} f\left(x_{n}\right), \text { with } x_{n}^{*} \rightarrow x^{*}\right\} .
$$

From Definition 2.3 we can find that
(i) The above definition implies $\hat{\partial} f(x) \subseteq \partial f(x)$ for each $x \in \mathcal{R}^{n}$, where the first set is closed convex while the second one is only closed.
(ii) Let $\left\{\left(x_{k}, x_{k}^{*}\right)\right\} \subset$ Graph $\partial f$ be a sequence that converges to $\left(x, x^{*}\right)$. By the very definition of $\partial f(x)$, if $f\left(x_{k}\right)$ converges to $f(x)$ as $k \rightarrow+\infty$, then $\left(x, x^{*}\right) \in$ Graph $\partial f$.
(iii) A necessary condition for $x \in \mathcal{R}^{n}$ to be a minimizer of $f$ is

$$
\begin{equation*}
0 \in \partial f(x) \tag{2.1}
\end{equation*}
$$

A point that satisfies (2.1) is called critical point.
Definition 2.4 (Kurdyka-Łojasiewicz inequality [11, Definition 3.1]) Let $f: \mathcal{R}^{n} \rightarrow \mathcal{R} \cup\{+\infty\}$ be a proper lower semicontinuous function. For $-\infty<\eta_{1}<\eta_{2} \leq+\infty$, set

$$
\left[\eta_{1}<f<\eta_{2}\right]:=\left\{x \in \mathcal{R}^{n}: \eta_{1}<f(x)<\eta_{2}\right\} .
$$

We say the function $f$ has the KL property at $x^{*} \in \operatorname{dom} \partial f$ if there exist $\eta \in(0,+\infty]$, a neighborhood $U$ of $x^{*}$ and a continuous concave function $\varphi:[0, \eta) \rightarrow \mathcal{R}_{+}$, such that
(i) $\varphi(0)=0$;
(ii) $\varphi$ is $C^{1}$ on $(0, \eta)$ and continuous at 0 ;
(iii) $\varphi^{\prime}(s)>0, \forall s \in(0, \eta)$;
(iv) For all $x$ in $U \cap\left[f\left(x^{*}\right)<f<f\left(x^{*}\right)+\eta\right]$, the Kurdyka-Eojasiewicz inequality holds:

$$
\varphi^{\prime}\left(f(x)-f\left(x^{*}\right)\right) d(0, \partial f(x)) \geq 1
$$

Lemma 2.5 ([8, Lemma 2.6]) Let $f: \mathcal{R}^{n} \rightarrow \mathcal{R} \cup\{+\infty\}$ be a proper lower semicontinuous function which satisfies the KL property at some $x^{*} \in \mathcal{R}^{n}, a$ and $b$ are fixed positive constants. Denote by $U, \eta$ and $\varphi:[0, \eta) \rightarrow \mathcal{R}_{+}$the objects appearing in the definition of the KL property at $x^{*}$. Let $\delta, \rho>0$ such that $B\left(x^{*}, \delta\right) \subset U$ with $\rho \in(0, \delta)$. Consider a sequence $\left\{x^{k}\right\}$ which satisfies conditions:
(H1) For each $k \in N$,

$$
f\left(x^{k+1}\right)+a\left\|x^{k+1}-x^{k}\right\|^{2} \leq f\left(x^{k}\right)
$$

(H2) For each $k \in N$, there exists $w^{k+1} \in \partial f\left(x^{k+1}\right)$ such that

$$
\left\|w^{k+1}\right\| \leq b\left\|x^{k+1}-x^{k}\right\|
$$

Assume moreover that

$$
\begin{gather*}
f\left(x^{*}\right) \leq f\left(x^{0}\right)<f\left(x^{*}\right)+\eta  \tag{2.2}\\
\left\|x^{*}-x^{0}\right\|+2 \sqrt{\frac{f\left(x^{0}\right)-f\left(x^{*}\right)}{a}}+\frac{b}{a} \varphi\left(f\left(x^{0}\right)-f\left(x^{*}\right)\right)<\rho \tag{2.3}
\end{gather*}
$$

and

$$
\forall k \in N, x^{k} \in B\left(x^{*}, \rho\right) \Rightarrow x^{k+1} \in B\left(x^{*}, \delta\right), \text { with } f\left(x^{k+1}\right) \geq f\left(x^{*}\right) .
$$

Then, the sequence $\left\{x^{k}\right\}$ satisfies

$$
x^{k} \in B\left(x^{*}, \rho\right), \sum_{k=0}^{+\infty}\left\|x^{k+1}-x^{k}\right\|<+\infty, f\left(x^{k}\right) \rightarrow f\left(x^{*}\right), \text { as } k \rightarrow \infty
$$

and converges to a point $\bar{x} \in B\left(x^{*}, \delta\right)$ such that $f(\bar{x}) \leq f\left(x^{*}\right)$. If the sequence $\left\{x^{k}\right\}$ also satisfies condition:
(H3) There exist a subsequence $\left\{x^{k_{j}}\right\}$ and $\bar{x}$ such that

$$
x^{k_{j}} \rightarrow \bar{x} \text { and } f\left(x^{k_{j}}\right) \rightarrow f(\bar{x}), \text { as } j \rightarrow \infty .
$$

Then $\bar{x}$ is a critical point of $f$, and $f(\bar{x})=f\left(x^{*}\right)$.
Corollary 2.6 ([8, Corollary 2.7]) Let $f, x^{*}, \rho, \delta$ be as in the previous Lemma 2.5. For $q \geq 1$, consider a finite family $x^{0}, \ldots, x^{q}$ which satisfies (H1) and (H2), conditions (2.2), (2.3) and

$$
\forall k \in\{0, \ldots, q\},\left(x^{k} \in B\left(x^{*}, \rho\right)\right) \Rightarrow\left(x^{k+1} \in B\left(x^{*}, \delta\right), \text { with } f\left(x^{k+1}\right) \geq f\left(x^{*}\right)\right)
$$

Then $x^{j} \in B\left(x^{*}, \rho\right)$ for all $j=0, \ldots, q$.
Among real extended-valued lower semicontinuous functions, typical KL functions are semialgebraic functions or more generally functions definable in an o-minimal structure [12, 13].

Definition 2.7 ([12, Definition 2.2]) (a) A subset $S$ of $\mathcal{R}^{n}$ is a real semi-algebraic set if there exists a finite number of real polynomial functions $P_{i j}, Q_{i j}: \mathcal{R}^{n} \rightarrow \mathcal{R}$ such that

$$
S=\bigcup_{j=1}^{p} \bigcap_{i=1}^{q}\left\{x \in \mathcal{R}^{n}: P_{i j}(x)=0, Q_{i j}(x)<0\right\}
$$

(b) A function $f: \mathcal{R}^{n} \rightarrow \mathcal{R} \cup\{+\infty\}$ is called semi-algebraic if its graph $\left\{(x, \lambda) \in \mathcal{R}^{n+1}\right.$ : $f(x)=\lambda\}$ is a semi-algebraic subset of $\mathcal{R}^{n+1}$.

Lemma 2.8 ([8, Lemma 2.3]) Let $S$ be a nonempty semi-algebraic subset of $\mathcal{R}^{m}$. Then the function

$$
x \mapsto d_{S}^{2}(x)
$$

is semi-algebraic.
Remark 2.9 If $h(x):=\frac{1}{2} d_{Q}^{2}(A x), Q \subset \mathcal{R}^{m}$ is semi-algebraic and $A \in \mathcal{R}^{m \times n}$ is a matrix, then $h$ is semi-algebraic.

Definition 2.10 ([14, Theorem 1.3]) A closed set $C \subset \mathcal{R}^{n}$ is called prox-regular if its projection $P_{C}$ is single-valued around each point in $C$.

Lemma 2.11 ([8, Theorem 3.4]) Let $C \subset \mathcal{R}^{n}$ be a closed prox-regular set and let $g(x):=\frac{1}{2} d_{C}^{2}(x)$.
Then for each $\bar{x} \in C$, there exists $r_{1}>0$ such that:
(i) The projection $P_{C}$ is single-valued on $B\left(\bar{x}, r_{1}\right)$;
(ii) The function $g$ is continuously differentiable on $B\left(\bar{x}, r_{1}\right)$ and $\nabla g(x)=x-P_{C}(x)$;
(iii) The gradient mapping $\nabla g$ is 1-Lipschitz continuous on $B\left(\bar{x}, r_{1}\right)$.

Lemma 2.12 ([15, Theorem 1.16]) Let $D_{1} \subset \mathcal{R}^{n}$ be an open set. $f: D_{1} \rightarrow \mathcal{R}^{m}, f\left(D_{1}\right) \subset$ $D_{2} \subset \mathcal{R}^{m}, D_{2}$ is an open set, $g: D_{2} \rightarrow \mathcal{R}$. If $f$ is Gâteaux differentiable at $x_{0}, g$ is Fréchet differentiable at $y_{0}=f\left(x_{0}\right)$. Then $h:=g \circ f: D_{1} \rightarrow R$ is Gâteaux differentiable at $x_{0}$, and

$$
\nabla h\left(x_{0}\right)=\nabla f\left(x_{0}\right) \circ \nabla g\left(y_{0}\right)
$$

Lemma 2.13 ([16, Theorem 2.1.5]) Let $h: \mathcal{R}^{n} \rightarrow \mathcal{R}$ be a continuous differentiable function with gradient $\nabla h$ being Lipschitz continuous with the modulus $L>0$. Then for any $x, y \in \mathcal{R}^{n}$, we have

$$
|h(y)-h(x)-\langle\nabla h(x), y-x\rangle| \leq \frac{L}{2}\|y-x\|^{2}
$$

## 3. Inexact averaged projection algorithm for $\operatorname{MSFP}(1.2)$

A standard approach to solve (1.2) is based on a reformulation into the following optimization problem

$$
\begin{equation*}
\min _{x} f(x):=\sum_{i=1}^{t} g_{i}(x)+\sum_{j=1}^{r} h_{j}(x) \tag{3.1}
\end{equation*}
$$

where $g_{i}(x):=\frac{1}{2} d_{C_{i}}^{2}(x), h_{j}(x):=\frac{1}{2} d_{Q_{j}}^{2}(A x)$. Indeed, it is easy to see that (1.2) is solved if and only if (3.1) has an optimal solution with the optimal value being zero. Thus, in order to solve (1.2), it suffices to solve (3.1).

Before introducing our algorithm, we first prove a key lemma.
Lemma 3.1 Let $Q \subset \mathcal{R}^{m}$ be a closed prox-regular set and $A \in \mathcal{R}^{m \times n}$ be a matrix. Set $h(x):=\frac{1}{2} d_{Q}^{2}(A x)$, then there exist $\bar{x} \in \mathcal{R}^{n}$ and $r_{2}>0$ such that:
(i) The projection $P_{Q}$ is single-valued on $B\left(A \bar{x}, r_{2}\right)$;
(ii) For any $\bar{r}_{2}>0, \bar{r}_{2}\|A\| \leq r_{2}$, the function $h$ is continuously differentiable on $B\left(\bar{x}, \bar{r}_{2}\right)$ and the gradient mapping $\nabla h$ is $\|A\|^{2}$-Lipschitz continuous on $B\left(\bar{x}, \bar{r}_{2}\right)$.

Proof For any $\bar{y} \in Q \cap \operatorname{ran}(A)$, by definition we know there exists $\bar{x} \in \mathcal{R}^{n}$, such that $\bar{y}=A \bar{x} \in Q$. Since $Q$ is a closed prox-regular set, by Lemma 2.11, it follows that there exists $r_{2}>0$ such that the projection $P_{Q}$ is single-valued on $B\left(A \bar{x}, r_{2}\right)$ and $I-P_{Q}$ is 1-Lipschitz continuous on $B\left(A \bar{x}, r_{2}\right)$. Thus, (i) holds. Next, we show (ii) holds. Setting $f(x):=A x, g(x):=\frac{1}{2} d_{Q}^{2}(x), D_{1}:=B\left(\bar{x}, \bar{r}_{2}\right)$, $D_{2}:=B\left(A \bar{x}, r_{2}\right)$, then $h(x)=g(f(x))$. For any $x \in D_{1}$, it follows that

$$
\|A x-A \bar{x}\| \leq\|A\|\|x-\bar{x}\|<\bar{r}_{2}\|A\| \leq r_{2} .
$$

Thus, $A x \in B\left(A \bar{x}, r_{2}\right)$. Therefore, we have $f\left(D_{1}\right) \subset D_{2}$. Since $f$ is Gateaux differentiable at $x \in D_{1}$ and $g$ is Frechet differentiable at $A x \in D_{2}$, by means of Lemma 2.12, we obtain $h$ is Gateaux differentiable at $x$ and

$$
\nabla h(x)=\nabla f(x) \circ \nabla g(A x)=A^{T}\left(A x-P_{Q}(A x)\right)
$$

For any $x, z \in B\left(\bar{x}, \bar{r}_{2}\right)$, we know $A x$ and $A z$ belong to $B\left(A \bar{x}, r_{2}\right)$. Moreover,

$$
\begin{aligned}
\|\nabla h(x)-\nabla h(z)\| & =\left\|A^{T}\left(A x-P_{Q}(A x)\right)-A^{T}\left(A z-P_{Q}(A z)\right)\right\| \\
& \leq\left\|A^{T}\right\|\left\|\left(A x-P_{Q}(A x)\right)-\left(A z-P_{Q}(A z)\right)\right\| \\
& \leq\left\|A^{T}\right\|\|A x-A z\| \\
& \leq\|A\|^{2}\|x-z\|
\end{aligned}
$$

where the second inequality follows from the Lipschitz continuity of $I-P_{Q}$. The proof is completed.

Now, we are ready to present our algorithm.
Inexact Averaged Projection Algorithm: Take $\theta \in(0,1), \alpha<\frac{1}{2}$ and $M>0$ such that

$$
\frac{1-\alpha}{\beta}>\frac{t+r\|A\|^{2}}{2}, \quad 0<\beta \leq \frac{\theta}{t+r} .
$$

Given a starting point $x^{0} \in \mathcal{R}^{n}$, consider the following iteration

$$
\begin{equation*}
x^{k+1} \in x^{k}-\beta \cdot\left(\sum_{i=1}^{t}\left(x^{k}-P_{C_{i}}\left(x^{k}\right)\right)+\sum_{j=1}^{r} A^{T}\left(A x^{k}-P_{Q_{j}}\left(A x^{k}\right)\right)\right)+\epsilon^{k}, \tag{3.2}
\end{equation*}
$$

where $\left\{\epsilon^{k}\right\}$ is a sequence of errors which satisfies

$$
\begin{gather*}
\left\langle\epsilon^{k}, x^{k+1}-x^{k}\right\rangle \leq \alpha\left\|x^{k+1}-x^{k}\right\|^{2}  \tag{3.3}\\
\left\|\epsilon^{k}\right\| \leq M\left\|x^{k+1}-x^{k}\right\|
\end{gather*}
$$

Remark 3.2 In fact, when $t=r=1$ and $A=I$, where $I$ denotes the identity matrix, the above algorithm reduces to the inexact averaged projection algorithm in [8] for solving feasibility problems.

Now, we state our main result.
Theorem 3.3 Let $C_{i} \subset \mathcal{R}^{n}, i=1, \ldots, t$ and $Q_{j} \subset \mathcal{R}^{m}, j=1, \ldots, r$ be semi-algebraic, closed prox-regular sets such that $S O L(M S F P)$ is nonempty. If $x^{0}$ is sufficiently close to $S O L(M S F P)$, then the inexact averaged projection algorithm (3.2) reduces to the inexact gradient method

$$
x^{k+1}=x^{k}-\beta \cdot \nabla f\left(x^{k}\right)+\epsilon^{k}
$$

where $f$ is given by (3.1), which therefore defines a unique sequence. Moreover, $\left\{x^{k}\right\}$ has a finite length and converges to a point in SOL(MSFP).

Proof Let $x^{*} \in \operatorname{SOL}(\mathrm{MSFP})$. It follows from Lemmas 2.11 and 3.1 that there exist $\delta_{1}, \delta_{2}>0$ and $\delta_{1}\|A\| \leq \delta_{2}$ such that, the projection $P_{C_{i}}$ is single-valued on $B\left(x^{*}, \delta_{1}\right)$, the function $g_{i}$ is continuously differentiable on $B\left(x^{*}, \delta_{1}\right)$ and $\nabla g_{i}(x)=x-P_{C_{i}}(x)$, the gradient mapping $\nabla g_{i}$ is 1-Lipschitz continuous on $B\left(x^{*}, \delta_{1}\right)$, the projection $P_{Q_{j}}$ is single-valued on $B\left(A x^{*}, \delta_{2}\right)$, the function $h_{j}$ is continuously differentiable on $B\left(x^{*}, \delta_{1}\right)$ and $\nabla h_{j}(x)=A^{T}\left(A x-P_{Q_{j}}(A x)\right)$, the gradient mapping $\nabla h_{j}$ is $\|A\|^{2}$-Lipschitz continuous on $B\left(x^{*}, \delta_{1}\right)$. By Lemma 2.8 and Remark 2.9, we know $f$ defined in (3.1) is semi-algebraic, which means $f$ is a KL function. Since the
function $f$ has the KL property around $x^{*}$, there exist $\varphi, U, \eta$ as in Definition 2.4. Shrinking $\delta_{1}$ if necessary, we assume that $B\left(x^{*}, \delta_{1}\right) \subset U$. Take $\rho \in\left(0, \delta_{1}\right)$ and shrinkage $\eta$ such that

$$
\begin{equation*}
\eta<\frac{1-2 \alpha}{2 s(t+r)}\left(\delta_{1}-\rho\right)^{2} \tag{3.4}
\end{equation*}
$$

By setting $a:=\frac{1-\alpha}{\beta}-\frac{t+r\|A\|^{2}}{2}>0, b:=t+r\|A\|^{2}+\frac{1+M}{\beta}$, choose a starting point $x^{0}$ such that $0=f\left(x^{*}\right) \leq f\left(x^{0}\right)<\eta$ and

$$
\left\|x^{*}-x^{0}\right\|+2 \sqrt{\frac{f\left(x^{0}\right)}{a}}+\frac{b}{a} \varphi\left(f\left(x^{0}\right)\right)<\rho
$$

In view of Lemma 2.5, to prove the conclusion, we only need to show the algorithm (3.2) defines a unique sequence $\left\{x^{k}\right\}$, which satisfies

$$
\begin{aligned}
& f\left(x^{k+1}\right)+a\left\|x^{k+1}-x^{k}\right\| \leq f\left(x^{k}\right) \\
& \left\|\nabla f\left(x^{k+1}\right)\right\| \leq b\left\|x^{k+1}-x^{k}\right\| \\
& \forall k \in N, x^{k} \in B\left(x^{*}, \rho\right) \Rightarrow x^{k+1} \in B\left(x^{*}, \delta_{1}\right), \text { with } f\left(x^{k+1}\right) \geq f\left(x^{*}\right)
\end{aligned}
$$

Let us prove by induction. Suppose $k=0$. Since $x^{0} \in B\left(x^{*}, \rho\right)$ and $\delta_{1}\|A\| \leq \delta_{2}$, we have $\left\|A x^{0}-A x^{*}\right\| \leq \delta_{2}$, i.e., $A x^{0} \in B\left(A x^{*}, \delta_{2}\right)$. Thus, $P_{C_{i}}\left(x^{0}\right)$ and $P_{Q_{j}}\left(A x^{0}\right)$ are single-valued with $\nabla g_{i}\left(x^{0}\right)=x^{0}-P_{C_{i}}\left(x^{0}\right)$ and $\nabla h_{j}\left(x^{0}\right)=A^{T}\left(A x^{0}-P_{Q_{j}}\left(A x^{0}\right)\right)$. Therefore, it follows that

$$
\begin{equation*}
\nabla f\left(x^{0}\right)=\sum_{i=1}^{t}\left(x^{0}-P_{C_{i}}\left(x^{0}\right)\right)+\sum_{j=1}^{r} A^{T}\left(A x^{0}-P_{Q_{j}}\left(A x^{0}\right)\right) \tag{3.5}
\end{equation*}
$$

Using Cauchy-Schwarz inequality, we obtain

$$
\begin{align*}
\left\|\nabla f\left(x^{0}\right)\right\|^{2} & \leq(t+r) \cdot\left(\sum_{i=1}^{t}\left\|x^{0}-P_{C_{i}}\left(x^{0}\right)\right\|^{2}+\sum_{j=1}^{r}\left\|A^{T}\left(A x^{0}-P_{Q_{j}}\left(A x^{0}\right)\right)\right\|^{2}\right) \\
& \leq(t+r) \cdot\left(\sum_{i=1}^{t}\left\|x^{0}-P_{C_{i}}\left(x^{0}\right)\right\|^{2}+\|A\|^{2} \sum_{j=1}^{r}\left\|\left(A x^{0}-P_{Q_{j}}\left(A x^{0}\right)\right)\right\|^{2}\right) \\
& \leq 2 s(t+r) f\left(x^{0}\right) \tag{3.6}
\end{align*}
$$

where $s:=\max \left\{1,\|A\|^{2}\right\}$. Next, it follows from (3.2) and (3.5) that

$$
\begin{equation*}
x^{1}=x^{0}-\beta \cdot \nabla f\left(x^{0}\right)+\epsilon^{0} \tag{3.7}
\end{equation*}
$$

which means $x^{1}$ is uniquely defined. The above equality yields (note that $\theta \in(0,1)$ and $t+r \geq 1$ )

$$
\left\|x^{1}-x^{0}\right\|^{2}-2\left\langle x^{1}-x^{0}, \epsilon^{0}\right\rangle+\left\|\epsilon^{0}\right\|^{2} \leq\left\|\nabla f\left(x^{0}\right)\right\|^{2}
$$

thus, in view of (3.3), (3.4) and (3.6), the above inequality implies

$$
\left\|x^{1}-x^{0}\right\|^{2} \leq \frac{2 s(t+r)}{1-2 \alpha} \cdot f\left(x^{0}\right)<\left(\delta_{1}-\rho\right)^{2}
$$

Thus,

$$
\left\|x^{1}-x^{*}\right\| \leq\left\|x^{1}-x^{0}\right\|+\left\|x^{0}-x^{*}\right\| \leq \delta_{1}-\rho+\rho=\delta_{1}
$$

this implies that

$$
\begin{equation*}
x^{1} \in B\left(x^{*}, \delta_{1}\right) \tag{3.8}
\end{equation*}
$$

Note that

$$
\begin{aligned}
\left\langle\nabla f\left(x^{0}\right), x^{1}-x^{0}\right\rangle & =\frac{1}{\beta} \cdot\left\langle x^{0}-x^{1}+\epsilon^{0}, x^{1}-x^{0}\right\rangle \\
& =-\frac{1}{\beta} \cdot\left\|x^{1}-x^{0}\right\|^{2}+\frac{1}{\theta}\left\langle\epsilon^{0}, x^{1}-x^{0}\right\rangle \\
& \leq-\frac{1}{\beta} \cdot\left\|x^{1}-x^{0}\right\|^{2}+\frac{1}{\beta} \cdot \alpha\left\|x^{1}-x^{0}\right\|^{2} \\
& =-\frac{1-\alpha}{\beta} \cdot\left\|x^{1}-x^{0}\right\|^{2},
\end{aligned}
$$

where the first equality follows from (3.7) and the inequality follows from (3.3). Because $\nabla f$ is Lipschitz continuous on $B\left(x^{*}, \delta_{1}\right)$ with constant $t+r\|A\|^{2}$, it follows from Lemma 2.13 that

$$
\begin{aligned}
f\left(x^{1}\right) & \leq f\left(x^{0}\right)+\left\langle\nabla f\left(x^{0}\right), x^{1}-x^{0}\right\rangle+\frac{t+r\|A\|^{2}}{2} \cdot\left\|x^{1}-x^{0}\right\|^{2} \\
& \leq f\left(x^{0}\right)-\frac{1-\alpha}{\beta} \cdot\left\|x^{1}-x^{0}\right\|^{2}+\frac{t+r\|A\|^{2}}{2} \cdot\left\|x^{1}-x^{0}\right\|^{2}
\end{aligned}
$$

which is equivalent to

$$
\begin{equation*}
f\left(x^{1}\right)+a\left\|x^{1}-x^{0}\right\|^{2} \leq f\left(x^{0}\right) \tag{3.9}
\end{equation*}
$$

On the other hand, we have

$$
\begin{align*}
\left\|\nabla f\left(x^{1}\right)\right\| & \leq\left\|\nabla f\left(x^{1}\right)-\nabla f\left(x^{0}\right)\right\|+\left\|\nabla f\left(x^{0}\right)\right\| \\
& \leq\left(t+r\|A\|^{2}\right) \cdot\left\|x^{1}-x^{0}\right\|+\frac{1}{\beta} \cdot\left(\left\|x^{1}-x^{0}\right\|+\left\|\epsilon^{0}\right\|\right), \\
& \leq\left(t+r\|A\|^{2}+\frac{1+M}{\beta}\right) \cdot\left\|x^{1}-x^{0}\right\|=b\left\|x^{1}-x^{0}\right\| . \tag{3.10}
\end{align*}
$$

Thus, it follows from (3.8), (3.9) and (3.10) that $k=0$ holds.
Next, suppose for any $k>0, x^{k} \in B\left(x^{*}, \rho\right)$ and properties (H1), (H2) hold for $x^{0}, x^{1}, \ldots, x^{k}$. We can similarly prove $x^{k+1} \in B\left(x^{*}, \delta_{1}\right)$ and (H1), (H2) hold for $x^{k+1}$. For succinctness, we omit the details. Now, applying Corollary 2.6, it follows that $x^{k+1} \in B\left(x^{*}, \rho\right)$ and our induction proof is completed. As a consequence, the algorithm defines a unique sequence that satisfies the assumption of Lemma 2.5, hence it generates a finite length sequence which converges to a point $\bar{x}$ such that $f(\bar{x})=0$.
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