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Abstract In this paper, we propose two species competition model in a chemostat that uses

a nonlocal delayed chemostat model of a single species feeding on a periodically varying input

nutrient. By the theory of semigroup, the existence and uniqueness of solution of the system

is obtained. Furthermore, we show the competitive exclusion principle for the model, and the

sufficient conditions of the coexistence of the system is established.
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1. Introduction

The chemostat is a piece of laboratory apparatus which plays an important role in micro-

biology. In ecology the chemostat is a model of a simple lake, but in chemical engineering it

also serves as a laboratory model of a bio-reactor used to manufacture products with geneti-

cally altered organisms. The chemostat has many applications in the commercial production

of microorganisms [1] and as a model for waste water treatment [2]. Hence, chemostat models

have attracted much attention of both biologists and mathematicians. Analytic work on the

chemostat models can be found in [3–5] and references therein.

Recently, Pu, Jiang and Wang [6] discussed a nonlocal delayed chemostat model of a single

species feeding on a periodically varying input. Motivated by [6], we will study the following

single resource-two competing populations model:










































∂R(t,x)
∂t

= δ ∂R2

∂x2 − ν ∂R
∂x

− q1f1(R)u1 − q2f2(R)u2, t > 0, x ∈ (0, L),

∂u1(t,x)
∂t

= δ ∂2u1

∂x2 − ν ∂u1

∂x
− µ0u1+

q1
∫ L

0
Γ(τ1, x, y)f1(R(t− τ1, y))u1(t− τ1, y)dy, t > 0, x ∈ (0, L),

∂u2(t,x)
∂t

= δ ∂2u2

∂x2 − ν ∂u2

∂x
− µ0u2+

q2
∫ L

0
Γ(τ2, x, y)f2(R(t− τ2, y))u2(t− τ2, y)dy, t > 0, x ∈ (0, L),

(1.1)
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with boundary conditions










νR(t, 0)− δ ∂R
∂x

(t, 0) = νR(0)(t), ∂R
∂x

(t, L) = 0, t > 0,

νu1(t, 0)− δ ∂u1

∂x
(t, 0) = ∂u1

∂x
(t, L) = 0, t > 0,

νu2(t, 0)− δ ∂u2

∂x
(t, 0) = ∂u2

∂x
(t, L) = 0, t > 0,

(1.2)

and initial conditions
{

R(0, x) = R0(x) ≥ 0, x ∈ (0, L),

ui(0, x) = u0i (x) ≥ 0, x ∈ (0, L),
(1.3)

where qi (i = 1, 2) is the constant nutrient quota for species, R(t, x) and ui(t, x) (i = 1, 2) denote

the concentration of the nutrient and two population of microorganisms at time t, position x; the

constants δ and ν are the diffusion coefficient and advection coefficient, respectively; µ0 is the

death rate of species; τi > 0 (i = 1, 2) is the time delay. The nonlinear function fi(R) (i = 1, 2)

describes the nutrient uptake rate and the growth rate of the organism ui (i = 1, 2) at nutrient

concentration R. We assume fi(R) (i = 1, 2) satisfies

fi(0) = 0, f ′
i(R) > 0, ∀R ≥ 0, fi(·) ∈ C2(0,+∞). (1.4)

A usual example is the Monod function

fi(R) =
µiR

Ki +R
, ∀R ≥ 0, (1.5)

where the constants µi > 0 (i = 1, 2) and Ki > 0 (i = 1, 2) are, respectively, the maximum

growth rate and half-saturation coefficient. The inflow nutrient concentration R(0)(t) satisfies

(H) R(0)(·) ∈ C2((−τ,∞),R), R(0)(t) ≥ 0 (6≡ 0) and R(0)(t+ ω) = R(0)(t) for some ω > 0.

For the convenience of discussion, we let τ1 = τ2 = τ .

The purpose of this paper is to study the global dynamics of system (1.1)–(1.3) and the rest

of this paper is organized as follows. In Section 2, we first present some preliminaries, then

investigate the existence and uniqueness of the global solution of system (1.1)–(1.3). In Section

3, we show the competitive exclusion principle for system (1.1)–(1.3). In Section 4, we obtain the

sufficient conditions of the coexistence of system (1.1)–(1.3). Finally, we give a brief discussion

of the paper in Section 5.

2. Existence and uniqueness of solution

Let X = C([0, L],R3) be the Banach space with the usual supremum norm ‖ · ‖X. Then

X
+ = C([0, L],R3

+) is the positive cone of X. For τ ≥ 0, define Cτ = C([−τ, 0],X) with the norm

‖φ‖ = maxθ∈[−τ,0] ‖φ(θ)‖X, ∀φ ∈ Cτ . Then Cτ is a Banach space and C+
τ = C([−τ, 0],X+) is

the positive cone of Cτ . Let û denote the inclusion X → Cτ by u → û, û(θ) = u, θ ∈ [−τ, 0].

Given a function u(t) : [−τ, σ) → X (σ > 0), define ut ∈ Cτ by ut(θ) = u(t+ θ), θ ∈ [−τ, 0].

The idea is to view the system (1.1)–(1.3) as the abstract ordinary differential equation in X
+

and so-called mild solutions can be obtained for any given initial data. Let T (t) be the positive,

non-expansive, analytic semigroup on C([0, L],R) (see [7, Chapter 7]) such that z = T (t)z0
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satisfies the linear initial value problem










∂z
∂t

= δ ∂2z
∂x2 − ν ∂z

∂x
, t > 0, 0 < x < L,

νz(t, 0)− δ ∂z
∂x

(t, 0) = ∂z
∂x

(t, L) = 0, t > 0,

z(0, x) = z0(x), 0 < x < L.

(2.1)

Let V (t, s) (t > s) be the evolution operator on C([0, L],R) (see [8, Chapter II]) such that

v = V (t, s)v0 satisfies the linear system with nonhomogeneous, periodic boundary conditions,

with start time s, given by










∂v
∂t

= δ ∂2v
∂x2 − ν ∂v

∂x
, t > s, 0 < x < L,

νv(t, 0)− δ ∂v
∂x

(t, 0) = vR(0)(t), ∂v
∂x

(t, L) = 0, t > s,

v(s, x) = v0(x), 0 < x < L.

(2.2)

Due to the time periodicity of the inhomogeneity in the boundary condition, R0(t+ω) = R0(t),

it follows from [9] that

V (t+ ω, s+ ω) = V (t, s), ∀t > s.

Define F = (F1, F2, F3) : C
+
τ → C+

τ by

F1(φ1, φ2, φ3) := −q1f1(φ1(0, ·))φ2(0, ·)− q2f2(φ1(0, ·))φ3(0, ·),

F2(φ1, φ2, φ3) := q1

∫ L

0

Γ(τ, x, y)f1(φ1(−τ, y))φ2(−τ, y)dy,

F3(φ1, φ2, φ3) := q2

∫ L

0

Γ(τ, x, y)f2(φ1(−τ, y))φ3(−τ, y)dy,

where x ∈ [0, L], φ = (φ1, φ2, φ3) ∈ C+
τ . Set u = (R, u1, u2), then































R(t) = V (t, 0)R0 +

∫ t

0

T (t− s)F1(u(s))ds,

u1(t) = e−µ0tT (t)u01 +

∫ t

0

e−µ0(t−s)T (t− s)F2(u(s))ds,

u2(t) = e−µ0tT (t)u02 +

∫ t

0

e−µ0(t−s)T (t− s)F3(u(s))ds.

So, system (1.1)–(1.3) can be expressed as

u(t, φ) = U(t, 0)φ(0) +

∫ t

0

T(t− s)F(s,u(s))ds, t ≥ 0, φ ∈ C+
τ ,

where,

U(t, s) =







V (t, s) 0 0

0 e−µ0tT (t− s) 0

0 0 e−µ0tT (t− s)






,

T(t − s) =







T (t− s) 0 0

0 e−µ0(t−s)T (t− s) 0

0 0 e−µ0(t−s)T (t− s)






.
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To show the global existence of solutions of (1.1)–(1.3), we first consider the following differ-

ential equation:
{

∂R̂(t,x)
∂t

= δ ∂2R̂
∂x2 − ν ∂R̂

∂x
, t > 0, 0 < x < L,

νR̂(t, 0)− δ ∂R̂
∂x

(t, 0) = νR(0)(t), ∂R̂
∂x

(t, L) = 0, t > 0
(2.3)

with the initial condition R̂(0, x) = R̂0(x) ≥ 0, 0 < x < L. The following result is concerned

with the dynamics of (2.3).

Lemma 2.1 ([10]) The system (2.3) admits a unique positive ω-periodic solution R∗(t, x), and

for any R̂0(x) ∈ C([0, L],R), the unique solution R̂(t, x) of (2.3) with R̂(0, x) = R̂0(x) satisfies

lim
t→∞

(R̂(t, x)−R∗(t, x)) = 0

uniformly for x ∈ [0, L].

The following result shows that solutions of system (1.1)–(1.3) exist globally on [0,∞).

Theorem 2.2 For every initial data φ ∈ C+
τ , system (1.1)–(1.3) has a unique solution u(t, φ)

on [0,∞) with u0 = φ. Furthermore, system (1.1)–(1.3) generates an ω-periodic semiflow Φt :=

ut(·) : C+
τ → C+

τ , i.e., Φt(φ)(s, x) = u(t + s, x;φ), ∀φ ∈ C+
τ , t ≥ 0, s ∈ [−τ, 0], x ∈ [0, L], and Φt

has a global compact attractor in C+
τ .

Proof Firstly, we show the local existence of the unique mild solution. Clearly, F is locally

Lipschitz continuous. In view of (1.4) and (1.5), there exists Mi > 0 such that 0 ≤ fi(R) ≤

MiR (i = 1, 2), ∀R ≥ 0. For any φ ∈ C+
τ and h ≥ 0, we have

φ(0, x) + hF(φ)(x) =







φ1(0, x) + h[−q1f1(φ1(0, x))φ2(0, x)− q2f2(φ1(0, x))φ3(0, x)]

φ2(0, x) + hq1
∫ L

0
[Γ(τ, x, y)f1(φ1(−τ, y))φ2(−τ, y)]dy

φ3(0, x) + hq2
∫ L

0 [Γ(τ, x, y)f2(φ1(−τ, y))φ3(−τ, y)]dy







≥







φ1(0, x)[1− h(q1
µ1

K1
φ2(0, x) + q2

µ2

K2
φ3(0, x))]

φ2(0, x)

φ3(0, x)






, t ≥ 0, x ∈ (0, L).

The above inequality implies that φ(0, x) + hF(φ)(x) ∈ X
+ if h is sufficiently small. Therefore,

lim
h→0+

1

h
dist(φ(0, ·) + hF(φ),X+) = 0, ∀φ ∈ C+

τ . (2.4)

By [11, Corollary 4], it then follows that for every φ ∈ C+
τ , system (1.1)–(1.3) has a unique

noncontinuable mild solution u(t, x;φ) with u0(·, ·;φ) = φ and u(t, ·;φ) ∈ X
+ for any t on its

maximal interval of existence [0, σφ), where σφ ≤ ∞. Moreover, by the analyticity ofU(t, s), s, t ∈

R, s < t, u(t, x;φ) is a classical solution of (1.1)–(1.3) when t > τ .

Next, we use similar arguments to those in [12] to prove the ultimate boundedness of solutions.

Note that the first equation in (1.1)–(1.3) is dominated by (2.3), and it follows from Lemma 2.1

that (2.3) admits a unique positive ω-periodic solution R∗(t, x) which is globally asymptotically

stable in C([0, L],R), the parabolic comparison theorem implies that R(t, x) is bounded on



372 Wujun PU and Ya WANG

[0, σφ). Then there is a constant B0 > 0 such that for any φ ∈ C+
τ , there exists a positive integer

l1 = l1(φ) > 0 satisfying R(t, x;φ) ≤ B0 for all t ≥ l1ω and x ∈ [0, L].

For any given φ ∈ C+
τ , let (R(t, x), u1(t, x), u2(t, x)) := (R(t, φ)(x), u1(t, φ)(x), u2(t, φ)(x)),

t ≥ 0, x ∈ (0, L). Set

R̄(t) =

∫ L

0

R(t, x)dx, ūi(t) =

∫ L

0

ui(t, x)dx, i = 1, 2.

Integrating the first equation of (1.1)–(1.3) on (0, L), by the Greens formula, we obtain

dR̄

dt
=

∫ L

0

(

δ
∂2R

∂x2
− ν

∂R

∂x

)

dx−
2

∑

i=1

qi

∫ L

0

fi(R(t, x))ui(t, x)dx

=
(

δ
∂R

∂x
− νR

)

(t, L)−
(

δ
∂R

∂x
− νR

)

(t, 0)−
2

∑

i=1

qi

∫ L

0

fi(R(t, x))ui(t, x)dx

= νR(0)(t)− νR(t, L)−
2

∑

i=1

qi

∫ L

0

fi(R(t, x))ui(t, x)dx

≤ νR(0)(t)−
2

∑

i=1

qi

∫ L

0

fi(R(t, x))ui(t, x)dx, t > 0,

that is,
2

∑

i=1

qi

∫ L

0

fi(R(t, x))ui(t, x)dx ≤ [νR(0)(t)−
dR̄

dt
], t > 0.

By the property of the fundamental solutions, there exists k0 > 0 such that

qi

∫ L

0

Γ(τ, x, y)fi(R(t− τ, y))ui(t− τ, y)dy ≤ k0 · qi

∫ L

0

fi(R(t− τ, y))ui(t− τ, y)dy

≤ k0
[

νR(0)(t− τ) −
dR̄(t− τ)

dt

]

.

Integrating the second and third equation of (1.1)–(1.3) on (0, L) yields

dūi
dt

=

∫ L

0

(

δ
∂2ui

∂x2
− ν

∂ui

∂x

)

dx− µ0

∫ L

0

ui(t, x)dx+

qi

∫ L

0

∫ L

0

Γ(τ, x, y)fi(R(t− τ, y))ui(t− τ, y)dydx

=− νui(t, L)− µ0ūi(t) + qi

∫ L

0

∫ L

0

Γ(τ, x, y)fi(R(t− τ, y))ui(t− τ, y)dydx,

≤− νui(t, L)− µ0ūi(t) + k0

∫ L

0

[

νR(0)(t− τ)−
dR̄(t− τ)

dt

]

dx

≤− µ0ūi(t) + k0

∫ L

0

[

νR(0)(t− τ)−
dR̄(t− τ)

dt

]

dx

=− µ0ūi(t) + k0L
[

νR(0)(t− τ)−
dR̄(t− τ)

dt

]

≤− µ0ūi(t) + k1 − k2
dR̄(t− τ)

dt
, t ≥ l1ω + τ,

where k1 = k0Lν ·maxt∈[0,ω]{R
(0)(t− τ)} and k2 = k0L.
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On the other hand, since

eµ0t
dūi(t)

dt
=

d[eµ0tūi(t)]

dt
− µ0e

µ0tūi(t),

then
d[eµ0tūi(t)]

dt
≤ k1e

µ0t − k2e
µ0t

dR̄(t− τ)

dt
, t ≥ l1ω + τ. (2.5)

Integrating (2.5) by parts over [l1ω + τ, t], we can find a positive number k3, independent of φ,

and a positive number k4 = k4(φ), dependent on φ, such that

ūi(t) ≤ k4(φ)e
−µ0t + k3, t ≥ l1ω + τ.

Since Γ(τ, ·, ·) and R(·, ·) are bounded, it follows from the second equation in (1.1)–(1.3) that

∂ui(t, x)

∂t
= δ

∂2ui

∂x2
− ν

∂ui

∂x
− µ0ui(t, x) + qi

∫ L

0

Γ(τ, x, y)fi(R(t− τ, y))ui(t− τ, y)dy

≤ δ
∂2ui

∂x2
− ν

∂ui

∂x
− µ0ui(t, x) +Mi

∫ L

0

ui(t− τ, y)dy

= δ
∂2ui

∂x2
− ν

∂ui

∂x
− µ0ui(t, x) +Miūi(t− τ),

with some constant Mi > 0 (i = 1, 2). By the standard parabolic comparison theorem, there

exists a positive number Bi (i = 1, 2), independent of the initial value φ, and l2 = l2(φ) > l1(φ)

such that ui(t, x;φ) ≤ Bi (i = 1, 2) for any t ≥ l2ω+τ and x ∈ [0, L]. Therefore, we have σφ = ∞

for each φ ∈ C+
τ .

Define the solution semiflow Φt = ut(·) : C+
τ → C+

τ , t ≥ 0. It is easy to see that {Φt}t≥0

is an ω-periodic semiflow on C+
τ . By the above arguments, we conclude that Φt : C

+
τ → C+

τ is

point dissipative. Moreover, Φt : C
+
τ → C+

τ is compact for each t > τ by [13, Theorem 2.2.6].

Then, by [14, Theorem 3.4.8], Φt = ut(·) : C+
τ → C+

τ , t ≥ 0 has a global compact attractor. 2

3. Global dynamics

In this section, we study the global dynamics of system (1.1)–(1.3).

Consider the following periodic and delayed reaction diffusion system:


















∂wi(t,x)
∂t

= δ ∂2wi

∂x2 − ν ∂wi

∂x
− µ0wi(t, x)+

qi
∫ L

0
Γ(τ, x, y) µiR

∗(t−τ,y)
Ki+R∗(t−τ,y)wi(t− τ, y)dy, t > 0, x ∈ (0, L),

νwi(t, 0)− δ ∂wi

∂x
(t, 0) = ∂wi

∂x
(t, L) = 0, t > 0.

(3.1)

Let Y = C([0, L],R) and Y
+ = C([0, L],R+). For τ ≥ 0, define E = C([−τ, 0],Y) with the

norm ‖ϕ‖ = maxθ∈[−τ,0] ‖ϕ(θ)‖Y, ∀ϕ ∈ E , and E+ = C([−τ, 0],Y+). Then (E , E+) is a strongly

ordered Banach space. Define the Poincaré map of (3.1) P (i) : E → E by P (i)(ϕ) = wiω(ϕ) for

any ϕ ∈ E , where wiω(ϕ)(s, x) = wi(ω + s, x, ϕ), (s, x) ∈ [−τ, 0]× [0, L], and wiω is the solution

of (3.1). Let r
(i)
0 = r(P (i)) be the spectral radius of P (i) (i = 1, 2), and λi = −

ln r
(i)
0

ω
. Then,

by [15, Lemma 3.1], there exists a ω-periodic solution v∗i (t, x) such that e−λtv∗i (t, x) is a solution

of (3.1).
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Theorem 3.1 Let (R(t, x, φ), u1(t, x, φ), u2(t, x, φ)) be the solution of system (1.1)–(1.3) with

initial value φ, for ∀φ = (φ1, φ2, φ3) ∈ C+
τ . Then the following statements hold:

(i) If r
(1)
0 > 1 and r

(2)
0 < 1, then for ∀φ ∈ C+

τ , φ2(0, .) 6≡ 0, and there exists a ξ1 > 0 such

that

lim inf
t→∞

(R(t, x, φ), u1(t, x, φ)) ≥ (ξ1, ξ1), lim
t→∞

u2(t, x, φ) = 0

uniformly for any x ∈ [0, L];

(ii) If r
(1)
0 < 1 and r

(2)
0 > 1, then for ∀φ ∈ C+

τ , φ3(0, .) 6≡ 0, and there exists a ξ2 > 0 such

that

lim inf
t→∞

(R(t, x, φ), u2(t, x, φ)) ≥ (ξ2, ξ2), lim
t→∞

u1(t, x, φ) = 0

uniformly for any x ∈ [0, L].

Proof (i) For any given φ ∈ C+
τ , let U(t, φ)(x) = (R(t, x, φ), u1(t, x, φ), u2(t, x, φ)), R(t, x) ≥ 0

and ui(t, x) ≥ 0, t ≥ 0, x ∈ [0, L], i = 1, 2. For any ǫ > 0, we consider the following periodic

time-delayed nonlocal equation






























∂vǫ(t,x)
∂t

= δ
∂2vǫ(t,x)

∂x2 − ν
∂vǫ(t,x)

∂x
− µ0v

ǫ(t, x)+

q2
∫ L

0
Γ(τ, x, y) µ2(R

∗(t−τ,y)+ǫ)
K2+R∗(t−τ,y)+ǫ

vǫ(t− τ, y)dy, t > 0, x ∈ (0, L),

νvǫ(t, 0)− δ ∂vǫ

∂x
(t, 0) = ∂vǫ

∂x
(t, L) = 0, t > 0,

vǫ(s, x) = ϕ(s, x), ϕ ∈ E+, s ∈ [−τ, 0], x ∈ (0, L).

(3.2)

Define the Poincaré map of (3.2) P
(2)
ǫ : E → E by

P (2)
ǫ (ϕ) = vǫω(ϕ), ∀ϕ ∈ E ,

where

vǫω(ϕ)(s, x) = vǫ(ω + s, x, ϕ), ∀(s, x) ∈ [−τ, 0]× [0, L],

and vǫ(t, x, ϕ) is the solution of (3.1) with initial value vǫ(s, x) = ϕ(s, x), ∀(s, x) ∈ [−τ, 0]×(0, L).

Let r
(2)
ǫ = r(P

(2)
ǫ ) be the spectral radius of P

(2)
ǫ . Thus, we can conclude from r

(2)
0 < 1 that there

exists a sufficient small positive number ǫ1 such that r
(2)
ǫ < 1 for ∀ǫ ∈ [0, ǫ1). Fix ǫ ∈ (0, ǫ1),

we have λǫ2 = −
ln r(2)ǫ

ω
> 0. According to [16, Lemma 3.1], there exists an ω-periodic function

v∗2ǫ(t, x) such that vǫ(t, x) = e−λǫ
2tv∗2ǫ(t, x) is a solution of (3.2). In particular, v∗ǫ (t, x) > 0 for

∀t ∈ R and x ∈ [0, L].

Note that R(t, x) satisfies
{

∂R(t,x)
∂t

≤ δ
∂2R(t,x)

∂x2 − ν
∂R(t,x)

∂x
, t > 0, x ∈ (0, L),

νR(t, 0)− δ ∂R
∂x

(t, 0) = νR(0)(t), ∂R
∂x

(t, L) = 0, t > 0.
(3.3)

By Theorem 2.2 and the parabolic comparison principle, it follows that there exists an integer

k > 0 such that R(t, x, φ) ≤ R∗(t, x) + ǫ, ∀t ≥ kω, x ∈ [0, L], ǫ > 0. Therefore, for all t ≥ kω,
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x ∈ [0, L], u2(t, x) satisfies


















∂u2(t,x)
∂t

≤ δ
∂2u2(t,x)

∂x2 − ν
∂u2(t,x)

∂x
− µ0u2(t, x)+

q2
∫ L

0
Γ(τ, x, y) µ2R

∗(t−τ,y)
K2+R∗(t−τ,y)u2(t− τ, y)dy, t > kω, x ∈ (0, L),

νu2(t, 0)− δ ∂u2

∂x
(t, 0) = ∂u2

∂x
(t, L) = 0, t > kω.

(3.4)

Given φ ∈ C+
τ , since u2(t, x, φ) is globally bounded, then there exists α > 0, such that u2 ≤

αe−λǫ
2tv∗2ǫ(t, x), ∀t ∈ [kω, kω + τ ], x ∈ [0, L]. Similar to the proof of [16, Theorem 3.3], we have

lim
t→∞

u2(t, x, φ) = 0

uniformly for x ∈ [0, L].

Fix φ = (φ1, φ2, φ3) ∈ C+
τ , and φ2(0, .) 6≡ 0. Therefore, we can regard u2(t, x) as R

+× [0, L] a

fixed function. Hence, (R(t, x), u1(t, x)) satisfies the following nonlocal delayed reaction-diffusion

system:










































∂R(t,x)
∂t

= δ ∂2R
∂x2 − ν ∂R

∂x
− q1f1(R)u1 − q2f2(R)u2, t > 0, x ∈ (0, L),

∂u1(t,x)
∂t

= δ
∂2u1(t,x)

∂x2 − ν
∂u1(t,x)

∂x
− µ0u1(t, x)+

q1
∫ L

0 Γ(τ, x, y) µ1R(t−τ,y)
K1+R(t−τ,y)u1(t− τ, y)dy, t > 0, x ∈ (0, L),

νR(t, 0)− δ ∂R
∂x

(t, 0) = νR(0)(t), ∂R
∂x

(t, L) = 0, t > 0,

νu1(t, 0)− δ ∂u1

∂x
(t, 0) = ∂u1

∂x
(t, L) = 0, t > 0.

(3.5)

Notice that limt→∞ u2(t, ·, φ) = 0. Hence, Eqs. (1.1)–(1.3) are asymptotic to the following system:










































∂R(t,x)
∂t

= δ ∂2R
∂x2 − ν ∂R

∂x
− q1f1(R)u1, t > 0, x ∈ (0, L),

∂u1(t,x)
∂t

= δ
∂2u1(t,x)

∂x2 − ν
∂u1(t,x)

∂x
− µ0u1(t, x)+

q1
∫ L

0
Γ(τ, x, y) µ1R(t−τ,y)

K1+R(t−τ,y)u1(t− τ, y)dy, t > 0, x ∈ (0, L),

νR(t, 0)− δ ∂R
∂x

(t, 0) = νR(0)(t), ∂R
∂x

(t, L) = 0, t > 0,

νu1(t, 0)− δ ∂u1

∂x
(t, 0) = ∂u1

∂x
(t, L) = 0, t > 0.

(3.6)

It then follows from [16] that Ψ
(1)
t (ϕ) = (Rt(ϕ), u1t(ϕ)) is an ω-periodic semiflow on C+

τ , where

C+
τ := C([−τ, 0],X+), and (R(t, x, ϕ), u1(t, x, ϕ)) is the solution semiflow of system (3.6) with

initial value ϕ = (φ1, φ2) ∈ C+
τ . Since r

(1)
0 > 1, according to [16, Theorems 2.2 and 3.3 (ii)], it is

easy to see that Ψ
(1)
ω has a positive global attractor A0. By the theory of internal chain transitive

sets, and the arguments similar to [16, Theorem 3.3 (i)] and the conclusion of [16, Theorem

3.3 (ii)], it follows that there exists a ξ1 > 0 such that

lim inf
t→∞

(R(t, x, φ), u1(t, x, φ)) ≥ (ξ1, ξ1), lim
t→∞

u2(t, x, φ) = 0

uniformly for all x ∈ [0, L].

The proof of conclusion (ii) is completely similar to (i). 2

4. Coexistence
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In this section, we study the coexistence and uniform persistence of system (1.1)–(1.3)































∂w(t,x)
∂t

= δ
∂2w(t,x)

∂x2 − ν
∂w(t,x)

∂x
− µ0w(t, x)+

q2
∫ L

0 Γ(τ, x, y) µ2η1

K2+η1
w(t− τ, y)dy, t > 0, x ∈ (0, L),

νw(t, 0)− δ ∂w
∂x

(t, 0) = ∂w
∂x

(t, L) = 0, t > 0,

w(s, x) = ϕ(s, x), ϕ ∈ E , s ∈ [−τ, 0], x ∈ [0, L].

(4.1)

Define the Poincaré map of (1.1) P (2)′ : E → E by P (2)′ = wω(ϕ) for all ϕ ∈ E , where

wω(ϕ)(s, x) = w(ω + s, x, ϕ) for all (s, x) ∈ [−τ, 0] × [0, L], and w(t, x, ϕ) is the solution of

(1.1) with w(s, x) = ϕ(s, x). Let Λ(2) = r(P (2)′ ) be the spectral radius of Λ(2), it follows from [6]

that Λ(2) is a simple eigenvalue of P (2)′ having a strongly positive eigenvector ϕ̄2.

Similarly, we consider the following system:































∂w(t,x)
∂t

= δ
∂2w(t,x)

∂x2 − ν
∂w(t,x)

∂x
− µ0w(t, x)+

q1
∫ L

0
Γ(τ, x, y) µ1η2

K1+η2
w(t− τ, y)dy, t > 0, x ∈ (0, L),

νw(t, 0)− δ ∂w
∂x

(t, 0) = ∂w
∂x

(t, L) = 0, t > 0,

w(s, x) = ϕ(s, x), ϕ ∈ E , s ∈ [−τ, 0], x ∈ [0, L].

(4.2)

Define the Poincaré map of (4.2) P (1)′ : E → E by P (1)′ = wω(ϕ) for all ϕ ∈ E , where

wω(ϕ)(s, x) = w(ω + s, x, ϕ) for all (s, x) ∈ [−τ, 0] × [0, L], and w(t, x, ϕ) is the solution of

(4.2) with w(s, x) = ϕ(s, x). Let Λ(1) = r(P (1)′ ) be the spectral radius of Λ(1), it follows from [6]

that Λ(1) is a simple eigenvalue of P (1)′ having a strongly positive eigenvector ϕ̄1. By the com-

parison principle and monotonicity of spectral radius of positive operators, it is easy to see that

r
(i)
0 ≥ Λ(i) (i = 1, 2) combined with the Eqs. (3.1), (4.1) and (4.2).

Before proving the main result on the threshold dynamics of system (1.1)–(1.3), we need the

following lemma

Lemma 4.1 Suppose (R(t, x), u1(t, x), u2(t, x)) is the solution of system (1.1)–(1.3) with initial

value φ = (φ1, φ2, φ3) ∈ C+
τ .

(i) If there exists some t0 ≥ 0 such that ui(t0, ·, φ) 6≡ 0, i = 1, 2, then ui(t, x, φ) > 0 for all

t > t0 and x ∈ [0, L];

(ii) For any φ ∈ C+
τ , we have R(t, ·, φ) > 0, ∀t > 0 and

lim inf
t→∞

R(t, ·, φ) ≥ η

uniformly for any x ∈ [0, L], where η is a positive constant.

The proof of Lemma 4.1 is completely similar to [16], we omit it.

Theorem 4.2 Let (R(t, x, φ), u1(t, x, φ), u2(t, x, φ)) be the solution of (1.1)–(1.3) with the initial

value φ = (φ1, φ2, φ3) ∈ C+
τ . If Λ(i) > 1, i = 1, 2, then system (1.1)–(1.3) admits at least one

ω−periodic solution (R(t, x, φ), u1(t, x, φ), u2(t, x, φ)), and there exists ξ > 0 such that for any
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φ ∈ C+
τ with φ2(0, ·) 6≡ 0 and φ3(0, ·) 6≡ 0, we have

lim inf
t→∞

(R(t, x, φ), u1(t, x, φ), u2(t, x, φ)) ≥ (ξ, ξ, ξ)

uniformly for all x ∈ [0, L].

Proof Retrospect










































∂R̃(t,x)
∂t

= δ ∂R̃2

∂x2 − ν ∂R̃
∂x

− q1f1(R̃)ũ1, t > 0, x ∈ (0, L),

∂ũ1(t,x)
∂t

= δ ∂2ũ1

∂x2 − ν ∂ũ1

∂x
− µ0ũ1+

q1
∫ L

0 Γ(τ, x, y) µ1R̃(t−τ,y)

K1+R̃(t−τ,y)
ũ1(t− τ, y)dy, t > 0, x ∈ (0, L),

νR̃(t, 0)− δ ∂R̃
∂x

(t, 0) = νR̃(0)(t), ∂R̃
∂x

(t, L) = 0, t > 0,

νũ1(t, 0)− δ ∂ũ1

∂x
(t, 0) = ∂ũ1

∂x
(t, L) = 0, t > 0.

(4.3)

According to the analysis of [16], it is easy to see that system (4.3) generates an ω-periodic

semiflow Ψ
(1)
t , for ∀ϕ = (ϕ1, ϕ2) = (φ1, φ2) ∈ C+

τ , where

Ψ
(1)
t (ϕ)(x) = (R̃(t, x, ϕ), ũ1(t, x, ϕ)), ∀t > 0, x ∈ (0, L).

It then follows from r
(1)
0 > 1 and [16, Theorem 3.3 (ii)] that there exists a positive constant η1

such that

lim inf
t→∞

(R̃(t, x, ϕ), ũ1(t, x, ϕ)) ≥ (η1, η1) (4.4)

uniformly for all x ∈ [0, L]. Moreover, Ψ
(1)
n0ω : C+

τ → C+
τ has a positive global attractor A

(1)
0 . Let

B
(1)
0 = ∪t∈[0,n0ω]Ψ

(1)
t A

(1)
0 , then B

(1)
0 ⊂ Int(C

(+)
τ ), for ∀ϕ ∈ C+

τ , ϕ2(0, ·) 6≡ 0, we have

lim
t→∞

d(Ψ
(1)
t (ϕ),B

(1)
0 ) = 0.

According to (4.4), it is easy to see that

(X
(1)
1 (s, x),X

(1)
2 (s, x)) ≥ (η1, η1), ∀(X

(1)
1 ,X

(1)
2 ) ∈ B

(1)
0 , (s, x) ∈ [−τ, 0]× [0, L].

It is not hard to find out that (R̃(t, x,X(1)), ũ1(t, x,X
(1))) is defined for ∀X(1) := (X

(1)
1 ,X

(1)
2 )

∈ B
(1)
0 , then for ∀t ∈ R, (R̃(t+, ·,X(1)), ũ1(t+, ·,X(1))) = Ψ

(1)
t (X(1)(·, ·)) ∈ B

(1)
0 .

Hence, (R̃(t, x,X(1)), ũ1(t, x,X
(1)), 0) is a solution of system (1.1), define

B
(1)′

0 = {(X
(1)
1 ,X

(1)
2 ) ∈ C+

τ : (X
(1)
1 (·, ·),X

(1)
2 (·, ·))

= (R̃(t+, ·,X(1)), ũ1(t+, ·,X
(1))), ∀t ∈ R,X(1) ∈ B

(1)
0 }.

For










































∂R̂(t,x)
∂t

= δ ∂R̂2

∂x2 − ν ∂R̂
∂x

− q2f2(R̂)û2, t > 0, x ∈ (0, L),

∂û2(t,x)
∂t

= δ ∂2û2

∂x2 − ν ∂û2

∂x
− µ0û2+

q2
∫ L

0 Γ(τ, x, y) µ2R̂(t−τ,y)

K2+R̂(t−τ,y)
û2(t− τ, y)dy, t > 0, x ∈ (0, L),

νR̂(t, 0)− δ ∂R̂
∂x

(t, 0) = νR̂(0)(t), ∂R̂
∂x

(t, L) = 0, t > 0,

νû2(t, 0)− δ ∂û2

∂x
(t, 0) = ∂û2

∂x
(t, L) = 0, t > 0.

(4.5)



378 Wujun PU and Ya WANG

Similar to the previous arguments, we have

B
(2)′

0 = {(X
(2)
1 ,X

(2)
2 ) ∈ C+

τ : (X
(2)
1 (·, ·),X

(2)
2 (·, ·))

= (R̂(t+, ·,X(2)), û2(t+, ·,X
(2))), ∀t ∈ R,X(2) ∈ B

(2)
0 }.

Let Z0 = {φ ∈ C+
τ : φi(0, ·) 6≡ 0, j = 2, 3} and ∂Z0 := C+

τ \ Z0 = {φ ∈ C+
τ : φ2(0, ·) ≡ 0,

or φ3(0, ·) ≡ 0}. Define M∂ := {φ ∈ ∂Z0 : Ψk
ω(φ) ∈ ∂Z0, k ∈ N}. Set E0 := {(R∗(0, ·), 0̂, 0̂)},

E1 := {(φ1, φ2, 0̂) : (φ1, φ2) ∈ B
(1)′

0 }, E2 := {(φ1, 0̂, φ3) : (φ1, φ3) ∈ B
(2)′

0 }, and J̃(φ) be the

omega limit set of the orbit γ+(φ) := {Ψt(φ) : ∀t ≥ 0, φ ∈ C+
τ }. It then follows from Lemma

(4.1) that Ψt(Z0) ⊂ Z0 for ∀t ≥ 0.

We further have the following claim.

Claim 1. ∪φ∈M∂
J̃(φ) = E0 ∪ E1 ∪ E2, ∀φ ∈M∂ .

Let φ ∈M∂ . By the definition of M∂, we have (R(t+ ·., ·, φ), u1(t+ ·., ·, φ), u2(t+ ·., ·, φ)) =

Ψt ∈ ∂Z0, ∀t ≥ 0. It then follows from Lemma 4.1 that we have the following cases:

(i) u1(t, x, φ) = u2(t, x, φ) ≡ 0;

(ii) u1(t, x, φ) ≡ 0;

(iii) u2(t, x, φ) ≡ 0.

For the first situation, it follows from [10, Proposition 2.1] that

lim
t→∞

(R(t, ·, φ)−R∗(0, ·)) = 0.

For the second situation, we have

(R(·, ·, φ), u1(·, ·, φ)) = (R̃(·, ·, ϕ), ũ1(·, ·, ϕ))

and

ϕ(s, x) = (φ1(s, x), φ2(s, x)), ∀(s, x) ∈ [−τ, 0]× [0, L].

Case (iii) is similar to case (ii). Hence, ∪φ∈M∂
J̃(φ) = E0 ∪E1 ∪ E2.

Consider the following time-periodic parabolic system:






























∂uρ̃(t,x)
∂t

= δ
∂2uρ̃(t,x)

∂x2 − ν
∂uρ̃(t,x)

∂x
− µ0u

ρ̃(t, x)+

q
∫ L

0 Γ(τ, x, y) µ(R∗(t−τ,y)−ρ̃)
K+R∗(t−τ,y)−ρ̃

uρ̃(t− τ, y)dy, (t, x) ∈ (0,∞)× (0, L),

νuρ̃ − δ ∂uρ̃

∂x
(t, 0) = ∂uρ̃

∂x
(t, L) = 0, t > 0,

uρ̃(s, x) = ϕ(s, x), ϕ ∈ E , s ∈ [−τ, 0], x ∈ [0, L].

(4.6)

Define the Poincaré map of (4.6) Pρ̃ : E → E , Pρ̃(ϕ) = uρ̃ω(ϕ), where P
ρ̃
ω(ϕ)(s, x) = uρ̃(ω+s, x;ϕ)

for (s, x) ∈ [−τ, 0] × [0, L], and uρ̃(t, x;ϕ) is the solution of (4.6) with uρ̃(s, x) = ϕ(s, x) for all

s ∈ [−τ, 0], x ∈ [0, L]. Since r0 > 1, there exists a sufficiently small positive number ρ1 such that

rρ̃ = r(Pρ̃) > 1 for all ρ̃ ∈ [0, ρ̃1), where r(Pρ̃) is the spectral radius of Pρ̃. Fix a ρ̃′ ∈ (0, ρ̃1). By

the continuous dependence of solutions on the initial value, there exists ρ̃0 ∈ (0, ρ̃1) such that

‖ (R(t, x, ψ), u1(t, x, φ), u2(t, x, φ)) − (R∗(t, x), 0, 0) ‖< ρ̃′, ∀t ∈ [0, ω], x ∈ [0, L], (4.7)

if |ψ(s, x) − (R∗(s, x), 0, 0)| < ρ̃0, ∀s ∈ [−τ, 0], x ∈ [0, L].
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Claim 2. E0 is a uniform weak repeller for Z0 in the sense that

lim sup
k→∞

‖ Ψk
ω(ψ)−M ‖≥ ρ̃0, ∀ψ ∈ Z0, M = (R∗(0, ·), 0̂, 0̂).

Suppose, by contradiction, there exists ψ0 ∈ Z0, such that

lim sup
k→∞

‖ Ψk
ω(ψ)−M ‖< ρ̃0,

then there exists k0 ∈ N such that |R(kω+s, x, ψ0)−R
∗(kω+s, x)| < ρ̃0, |u1(kω+s, x, ψ0)| < ρ̃0

and |u2(kω + s, x, ψ0)| < ρ̃0 for all k ≥ k0, s ∈ [−τ, 0] and x ∈ [0, L]. In view of (4.7), it follows

that R(t, x, ψ0) > R∗(t, x) − ρ̃′, therefore,

0 < u1(t, x, ψ0) < ρ̃′, 0 < u2(t, x, ψ0) < ρ̃′. (4.8)

for any t > k0ω and x ∈ [0, L]. In particular, ui(t, x, ψ0) (i = 1, 2) satisfies






























∂ui(t,x)
∂t

= δ
∂2ui(t,x)

∂x2 − ν
∂ui(t,x)

∂x
− µ0ui(t, x)+

qi
∫ L

0
Γ(τ, x, y) µi(R

∗(t−τ,y)−ρ̃′)
Ki+R∗(t−τ,y)−ρ̃′

ui(t− τ, y)dy, t > 0, x ∈ (0, L),

νui(t, 0)− δ ∂ui

∂x
(t, 0) = ∂ui

∂x
(t, L) = 0, t > 0,

ui(s, x) = ψ(s, x), ψ ∈ E , s ∈ [−τ, 0], x ∈ [0, L].

(4.9)

Let ψ̃′ ∈ E be the positive eigenfunction of Pρ̃′ associated with rρ̃′ . Since ui(t, x, φ0) > 0 (i =

1, 2) for all t > τ , x ∈ [0, L], there exists a ξ > 0 such that

ui((k0 + 1)ω + s, x, φ0) ≥ ξψ̃′, ∀s ∈ [−τ, 0], x ∈ [0, L], i = 1, 2.

By (4.9) and the comparison principle, we have

ui(t, x, φ0) ≥ ξuρ̃(t− (k0 + 1)ω, x, ψ̃′), ∀t ≥ (k0 + 1)ω, x ∈ [0, L], i = 1, 2.

Therefore, we have

ui(kω, x, φ) = ξuρ̃
′

((k − k0 − 1)ω, x, ψ̃′) = ξ(rρ̃′ )(k−k0−1)ψ̃′(0, x) → +∞,

as k → +∞, which contradicts (4.8). Hence the claim is true.

Consider the following nonlocal delayed reaction-diffusion system with parameter ρ (0 < ρ <

η1):






























∂uρ(t,x)
∂t

= δ
∂2uρ(t,x)

∂x2 − ν
∂uρ(t,x)

∂x
− µ0u

ρ(t, x)+

q2
∫ L

0 Γ(τ, x, y) µ2(η1−ρ

K2+η1−ρ
uρ(t− τ, y)dy, t > 0, x ∈ (0, L),

νuρ(t, 0)− δ ∂uρ

∂x
(t, 0) = ∂uρ

∂x
(t, L) = 0, t > 0,

uρ(s, x) = ψ(s, x), ψ ∈ E , s ∈ [−τ, 0], x ∈ [0, L].

(4.10)

Define the Poincaré map of (4.10) Pρ : E → E by Pρ(ψ) = uρω(ψ) for all ψ ∈ E , where

uρω(ψ)(s, x) = uρ(ω + s, x, ψ) for all (s, x) ∈ [−τ, 0] × [0, L], and uρ(t, x, ψ) is the solution of

(4.10) with uρ(s, x) = ψ(s, x). Since Λ(2) > 1, there exists a sufficiently small positive number

ρ1 such that Λ(2) = r(Pρ) > 1 for ∀ρ ∈ [0, ρ1), where r(Pρ) is the spectral radius of Pρ. Fix

ρ0 ∈ (0, ρ1), we have the following claim:
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Claim 3. E1 is a uniform weak repeller for Z0, that is

lim sup
k→∞

inf
Υ∈E1

‖ Ψkω(φ)−Υ ‖≥ ρ0, ∀φ ∈ Z0.

Suppose, by contradiction, there exists φ0 ∈ Z0, such that

lim sup
k→∞

inf
Υ∈E1

‖ Ψkω(φ) −Υ ‖< ρ0,

then there exists a positive integer m, such that

inf
Υ∈E1

‖ Ψk
ω(φ0)−Υ ‖< ρ0, ∀k > m.

By the compactness of E1, we can find a Υ∗ ∈ E1, such that

‖ Ψk
ω(φ0)−Υ∗ ‖≤ ρ0, ∀k > m,

therefore,

R(t+ s, x, φ0) ≥ Υ∗ − ρ0 > η1 − ρ0, ∀t > mω − τ, x ∈ (0, L)

and

u2(t, x, φ0) ≤ ρ0, ∀t > mω, x ∈ (0, L), (4.11)

it then follows from the third equation of system (1.1)-(1.3) that u2(t, x, φ0), t > (m + 1)ω and

x ∈ (0, L) satisfies


















∂u2(t,x)
∂t

≥ δ
∂2u2(t,x)

∂x2 − ν
∂u2(t,x)

∂x
− µ0u2(t, x)+

q2
∫ L

0
Γ(τ, x, y) µ2(η1−ρ0

K2+η1−ρ0
u2(t− τ, y)dy, t > 0, x ∈ (0, L),

νu2(t, 0)− δ ∂u2

∂x
(t, 0) = ∂u2

∂x
(t, L) = 0, t > 0.

(4.12)

Let ψ0 ∈ E be the positive eigenfunction of Λ
(2)
ρ0 associated with Pρ0 . Since u2((m + 1)ω +

s, x, φ0) ≥ 0 for all t > τ, x ∈ [0, L], there exists a ς0 > 0 such that

u2((m+ 1)ω + s, x, φ0) ≥ ς0ψ̄(s, x), ∀(s, x) ∈ [−τ, 0]× [0, L].

By (4.12) and the comparison principle, it follows that

u2(t, x, φ0) ≥ ς0u
ρ0(t− (m+ 1)ω, x, ψ̄), ∀t ≥ (m+ 1)ω, x ∈ [0, L].

Hence,

u2(kω, x, φ0) = ς0u
ρ0((k −m− 1)ω, x, ψ̄) = ς0(Λ

(2)
ρ )k−m−1ψ̄(0, x) → ∞

as k → ∞, which contradicts (4.11). Similarly, the following claim is valid.

Claim 4. E2 is a uniform weak repeller for Z0.

It follows from the above claim that each of E0, E1, E2 is an isolated invariant set for Ψω in

Z0, and W
S(Ei) ∩ Z0 = ∅, where WS(Ei) is the stable set of Ei (i = 0, 1, 2). By appealing to

the acyclicity theorem on uniform persistence for maps [17, Theorem 1.3.1 and Remark 1.3.1],

we have that Ψω : C+
τ → C+

τ is uniformly persistent with respect to (Z0, ∂Z0). It then follows

from [17, Theorem 3.1.1] that the periodic semiflow Φt : C
+
τ → C+

τ is also uniformly persistent

with respect to (Z0, ∂Z0). Since Ψn0ω is compact, where n0 := min{n ∈ N, nω > 2τ}, it follows
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from [18, Theorem 4.5] that Ψn0ω : Z0 → Z0 has a global attractor A0 and system (1.1)–(1.3)

has an n0ω-periodic solution (R̃(t, x), ũ1(t, x), ũ2(t, x)) with (R̃t(·)(·), ũ1t(·)(·), ũ2t(·)(·)) ∈ Z0.

In order to prove the practice uniform persistence function in conclusion (ii), we use the

arguments similar to [19, Theorem 4.1]. Define a continuous function g : C+
τ → [0,∞) by

g(φ) := min{ min
x∈[0,L]

φ2(0, x), min
x∈[0,L]

φ3(0, x)}, ∀φ = (φ1, φ2, φ3) ∈ C+
τ .

Since A0 = Ψn0ω(A0), we have that φ2(0, ·) > 0 and φ3(0, ·) > 0 for all φ ∈ A0. Let

B0 := ∪t∈[0,n0ω]Ψt(A0) for ∀B0 ∈ Z0.

It then follows that B0 ⊂ W0 and limt→∞ d(Φt(φ),B0) = 0 for all φ ∈ W0. Since B0 is a

compact subset of W0, we have

min
φ∈B0

g(φ) > 0.

Thus, there exists a ξ∗ > 0 such that

lim inf
t→∞

u1(t, ·, φ) ≥ ξ∗, lim inf
t→∞

u2(t, ·, φ) ≥ ξ∗.

Furthermore, in view of Lemma 4.1, there exists 0 < ξ < ξ∗ such that

lim inf
t→∞

(R(t, ·, φ), u1(t, ·, φ), u2(t, ·, φ)) ≥ (ξ, ζ, ξ), ∀φ ∈ Z0,

that is, the persistence statement in (ii) is proved. 2

5. Discussion

In this paper, we study the single species resource-two competing populations model, we first

investigate the existence and uniqueness of solution by appealing to the theory of semigroup. By

virtue of the analysis of the spectral radius of the Poincaré map of the associated linear delayed

reaction-advection-diffusion equation, we show the competitive exclusion principle for the model

system. The results have enriched the theoretical study of chemostat model to some extent.
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