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Abstract In this paper, we investigate some classes of skew polycyclic codes and polycyclic

codes over R = Z4[u]/〈u
2−2〉. We first obtain the generator polynomials of all (1, 2u)-polycyclic

codes over R. Then, by defining some Gray maps, we show that the images of (skew) (1, 2u)-

polycyclic codes over R are cyclic or quasi-cyclic with index 2 over Z4. Finally, an example of

some (1, 2u)-polycyclic codes over R is given to exhibit the main results of the paper.
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1. Introduction

In the early 1990s, Nechaev [1] discovered that the binary nonlinear codes can be regarded

as images of linear codes over Z4 under some Gray maps. Then Hammons et al. [2] proved that

some good binary nonlinear codes, such as Kerdock codes, Preparata codes and Goethals codes,

can be considered as the Gray images of some cyclic codes over Z4. These important discoveries

made scholars turn to the coding theory on finite rings, especially on Z4 (see [3–8]). Recently,

codes over some ring extensions of Z4 (Z4[u]/〈u
2〉, Z4[u]/〈u

2−1〉 and Z4[u]/〈u
2−3〉 for examples)

have also been widely studied [9–12].

In order to give some more linear codes on engineer, Peterson [13] introduced the notion

of pseudo-cyclic codes in 1972. Until 2009, López-Permouth et al. [14] re-defined pseudo-cyclic

codes from the viewpoint of linear algebra and called them polycyclic codes. To give a further

generalization, Matsuoka [15] put forward the concept of skew polycyclic codes over a finite field

in 2011. More studies on polycyclic codes and skew polycyclic codes can be found in [16–21].

Throughout this paper, we denote by R = Z4[u]/〈u
2− 2〉 and R∗ the set of all units in R. In

the paper, we mainly study skew polycyclic codes and polycyclic codes over the ring R. We first

obtain the generator polynomials of all (1, 2u)-polycyclic codes over R, where we always denote

by (1, 2u) = (1, 2u, 0, . . . , 0) in this paper. Then, by defining some Gray maps from Rn to Z
2n
4 ,

we show that the images of (skew) (1, 2u)-polycyclic codes over R are cyclic or quasi-cyclic with

index 2 over Z4. Finally, an example of (1, 2u)-polycyclic codes over R is given to verify the

main results of the paper.
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2. Preliminaries

In this section, we mainly give some basic knowledge on skew polycyclic codes over the finite

ring R.

Definition 2.1 Let r = (r0, r1, . . . , rn−1) ∈ Rn, θ be a ring-automorphism of R, the vector

a = (a0, a1, . . . , an−1) ∈ Rn, where a0 ∈ R∗. Define the θ-a-polycyclic map of Rn

τθ,a : Rn → Rn

τθ,a(r0, r1, . . . , rn−1) = (θ(rn−1)a0, θ(rn−1)a1+θ(r0), θ(rn−1)a2+θ(r1), . . . , θ(rn−1)an−1+θ(rn−2)).

Furthermore, for the linear code C of length n over R, if τθ,a(C) ⊆ C, then C is called a

θ-a-polycyclic code over R. Let c = (c0, c1, . . . , cn−1) ∈ Rn,

Da =















0
... In−1

0

a0 a1 · · · an−1















and θ(c) = (θ(c0), θ(c1), . . . , θ(cn−1)). If θ(c)Da ∈ C for any c ∈ C, then the linear code C is

called a θ-a-polycyclic code over R. In particular,

(1) If θ is an identity map, C is called an a-polycyclic code over R;

(2) If a = (a0, 0, . . . , 0), C is called a θ-a0-constacyclic code over R;

(3) If a = (1, 0, . . . , 0), C is called a θ-cyclic code over R;

(4) If θ is an identity map and a = (a0, 0, . . . , 0), C is called an a0-constacyclic code over R;

(5) If θ is an identity map and a = (1, 0, . . . , 0), C is called a cyclic code over R.

In order to study the Euclidean dual codes of skew polycyclic codes, we introduce the skew

sequential codes over R.

Definition 2.2 Let c = (r0, r1, . . . , rn−1) ∈ Rn, θ be a ring-automorphism of R, the vector

a = (a0, a1, . . . , an−1) ∈ Rn, where a0 ∈ R∗. Define the θ-a-sequential map of Rn

τ ′θ,a : Rn → Rn

τ ′θ,a(r0, r1, . . . , rn−1) = (θ(r1), θ(r2), . . . , θ(rn−1), θ(r0)a0 + θ(r1)a1 + · · ·+ θ(rn−1)an−1).

Furthermore, for the linear code C of length n over R, if τ ′θ,a(C) ⊆ C, then C is called a θ-a-

sequential code over R. That is to say, if θ(c)DT
a
∈ C for any c = (c0, c1, . . . , cn−1) ∈ C, then C

is called a θ-a-sequential code over R.

Let C be a linear code over R. Then we can correspond a codeword c = (c0, c1, . . . , cn−1) ∈ C

to a polynomial c(x) = c0 + c1x + · · · + cn−1x
n−1 ∈ R[x] with deg(c(x)) 6 n − 1. Under this

point, a linear code C is a θ-a-polycyclic code over R, if and only if for any c(x) = c0 + c1x +

· · ·+ cn−1x
n−1 ∈ C, we have

θ(c0)x+ θ(c1)x
2 + · · ·+ θ(cn−2)x

n−1 + θ(cn−1)(a0 + a1x+ · · ·+ an−1x
n−1) ∈ C.
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Similarly, a linear code C is a θ-a-sequential code over R, if and only if for any c(x) = c0+ c1x+

· · ·+ cn−1x
n−1 ∈ C, we have

θ(c1) + θ(c2)x+ · · ·+ θ(cn−1)x
n−2 + (a0θ(c0) + a1θ(c1) + · · ·+ an−1θ(cn−1))x

n−1 ∈ C.

For a given ring-automorphism θ of R, the set R[x; θ] = {a0+a1x+· · ·+anx
n | ai ∈ R, n ≥ 0}

of formal polynomials forms a ring under the rule (
∑

i ax
i)(

∑

j bx
j) =

∑

i,j aθ
i(b)xi+j . The ring

R[x; θ] is called a skew polynomial ring over R. Note that R[x; θ] is not necessary commutative.

We always denote by 〈xn − a(x)〉 the left ideal generated by xn − a(x). If 〈xn − a(x)〉 is a

two-sided ideal, the quotient R[x; θ]/〈xn − a(x)〉 is also a ring. The following proposition shows

that a θ-a-polycyclic code over R can be seen as a left ideal of R[x; θ]/〈xn − a(x)〉.

Proposition 2.3 Let 〈xn − a(x)〉 be a two-sided ideal, then C is a θ-a-polycyclic code over R

if and only if C is the left ideal of the quotient ring R[x; θ]/〈xn − a(x)〉.

Proof A linear code C is an a-polycyclic code over R,

if and only if for any c = (c0, c1, . . . , cn−1) ∈ C, then θ(c)Da ∈ C,

if and only if for any c(x) ∈ C, θ(c0)x+ · · ·+θ(cn−2)x
n−1+θ(cn−1)(a0+ · · ·+an−1x

n−1) ∈ C,

if and only if for any c(x) ∈ C, xc(x) ∈ C (mod(xn − a(x))),

if and only if for any r(x) ∈ R[x; θ]/〈xn − a(x)〉, r(x)c(x) ∈ C (C is linear),

if and only if C the left ideal of quotient rings R[x; θ]/〈xn − a(x)〉. 2.

Let C be a linear code of length n over R. The Euclidean dual code C⊥ of C is denoted by

C⊥ =
{

(x0, x1, . . . , xn−1) ∈ Rn
∣

∣

∣

n−1
∑

i=0

xici = 0 for any c = (c0, c1, . . . , cn−1) ∈ C
}

.

The following Theorem gives a relationship of skew polycyclic codes and skew sequential codes.

Theorem 2.4 Let C be a linear code of length n over R, θ be a ring-automorphism of R,

〈xn − a(x)〉 be a two-sided ideal of R[x; θ]. Then C is a θ-a-polycyclic code over R if and only if

C⊥ is a θ−1-θ−1(a)-sequential code.

Proof A linear code C is a θ-a-polycyclic code over R,

if and only if for any c ∈ C, then θ(c)Da ∈ C,

if and only if for any y ∈ C⊥, then 0 = 〈θ(c)Da, y〉 = θ(c)Day
T ,

if and only if

0 = θ−1(θ(c)Day
T ) = cθ−1(Da)θ

−1(yT ) = cDθ−1(a)(θ
−1(y))T

= c(θ−1(y)DT
θ−1(a))

T (θ is a ring-automorphism of R),

if and only if for any c ∈ C, 〈c, θ−1(y)DT
θ−1(a)〉 = 0,

if and only if θ−1(y)DT
θ−1(a) ∈ C⊥,

if and only if C⊥ is a θ−1-θ−1(a)-sequential code. 2
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3. Skew polycyclic codes over R

It is trivial that R can be seen as a Z4-module Z4 + uZ4 with u2 = 2. One can verify that R

has 8 units {1, 3, 1+u, 3+u, 1+2u, 3+2u, 1+3u, 3+3u}, and 5 ideals: 〈0〉 ⊆ 〈2u〉 ⊆ 〈2〉 ⊆ 〈u〉 ⊆ R.

Next, we show all ring-automorphism of R. Construct a Z4-homomorphism θ1 : R → R satisfying

θ1(0) = 0, θ1(1) = 1, θ1(u) = 3u,

namely, θ1(a + ub) = a + 3ub, ∀ a, b ∈ Z4. And construct a Z4-homomorphism θ2: R → R

satisfying

θ2(0) = 0, θ2(1) = 1, θ2(u) = 2 + u,

namely, θ2(a+ ub) = a+ (2 + u)b, ∀ a, b ∈ Z4.

Theorem 3.1 There are exactly 3 ring-automorphisms of R: θ1, θ2, the identity map θ3.

Proof Let θ be a ring-automorphism of R. Since u2 = 2 in R, we have θ(u2) = θ(u)θ(u) =

θ2(u) = 2. Set θ(u) = a+ ub, a, b ∈ Z4, then (a + ub)2 = 2. It follows that θ(u) = 3u, 2 + u or

u. Set θ1(a+ ub) = a+ 3ub, θ2(a+ ub) = a+ (2 + u)b, θ3(a+ ub) = a+ ub, a, b ∈ Z4. One can

verify θ1, θ2 and θ3 are all ring-automorphisms. 2

Set a(x) = 1 + 2ux. Then the following proposition gives some equivalent conditions of

〈xn − a(x)〉 to be a two-sided ideal of R[x; θ1].

Proposition 3.2 Let θ1 be the automorphism of R, where θ1(s+ ut) = s+ 3ut with s, t ∈ Z4,

a(x) = 1 + 2ux. Then the following three statements are equivalent:

(1) 〈xn − a(x)〉 is a two-sided ideal of R[x; θ1];

(2) n is an even number;

(3) xn − a(x) is a center element of R[x; θ1].

Proof (1)⇒(2). Let 〈xn − a(x)〉 be a two-sided ideal of R[x; θ1]. Then for any α ∈ R, there

exists β = s+ ut ∈ R such that

α(xn − a(x)) = (xn − a(x))β.

It follows that α(xn − 1− 2ux) = (xn − 1− 2ux)β, i.e.,

αxn − α− 2αux = θn1 (β)x
n − β − 2uθ1(β)x.

By comparing coefficients, we can obtain

α = θn1 (β), α = β, 2αu = 2uθ1(β).

This means

β = θn1 (β), 2u(θ1(β)− β)u = 0.

Since 2u(θ1(β) − β) = 2u(θ1(s + ut) − (s + ut)) = 2u(s + 3ut − s − ut) = 2u2ut = 0, we have

2u(θ1(β) − β) = 0. Now, s + ut = β = θn1 (β) = θn1 (s + ut) = s + 3nut, i.e., (3n − 1)t = 0. If

t = 0, then (3n − 1)t = 0; If t = 1, then (3n − 1) = 0, so 4|3n − 1; If t = 2 , then (3n − 1)2 = 0,
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so 2|3n − 1; If t = 3, then (3n − 1)3 = 0, so 4|3n − 1. From the above, 4|3n − 1, so n is an even

number.

Let 〈xn − a(x)〉 be a two-sided ideal of R[x; θ1]. Then x(xn − a(x)) = (xn − a(x))f(x),

where f(x) ∈ R[x; θ1]. Comparing the degree of polynomials on both sides, we might as well set

f(x) = αx + β, where α, β ∈ R, then

x(xn − 1− 2ux) = (xn − 1− 2ux)(αx+ β).

Since xα = θ(α)x and R is a commutative ring,

xn+1 − x− θ1(2u)x
2 =xnαx+ xnβ − αxβ − 2uxαx− 2uxβ

=θn1 (α)x
n+1 + θn1 (β)x

n − αx − β − 2uθ1(α)x
2 − 2uθ1(β)x.

Comparing the coefficients on both sides, we have θn1 (α) = 1, θn1 (β) = 0, 2uθ1(α) = 2u, α +

2uθ1(β) = 1, β = 0. This means α = 1 and β = 0. Therefore, x(xn−1−2ux) = (xn−1−2ux)x.

(2)⇒(3). Let 4|3n − 1. For any β = s+ ut ∈ R, then (3n − 1)t = 0. Namely, 3nt = t, for any

t ∈ Z4. Hence

θn1 (β) = θn1 (s+ ut) = s+ 3nut = s+ ut = β.

As θ1(s+ ut) = s+ 3ut, where s, t ∈ Z4, and u2 = 2, it follows that

uθ1(β) = u(s+ 3ut) = u[(s+ ut) + 2ut] = u(s+ ut) = uβ.

Let k ∈ N+. Note that βxk2ux = βθk1 (2u)x
k+1 = β3k2uxk+1 = 2uβxk+1, we have

(xn − a(x))βxk =(xn − 1− 2ux)βxk = xnβxk − βxk − 2uxβxk

=θn1 (β)x
n+k − βxk − 2uθ1(β)x

k+1 = βxn+k − βxk − 2uβxk+1

=βxk(xn − a(x)).

Then f(x)(xn − a(x)) = (xn − a(x))f(x), for any f(x) ∈ R[x; θ1]. Thus xn − a(x) is a center

element of R[x; θ1].

(3)⇒(1). Let 〈xn − a(x)〉 be a center element of R[x; θ1] with a(x) = 1 + 2ux. Then

f(x)(xn − a(x)) = (xn − a(x))f(x) ∈ 〈xn − a(x)〉, for any f(x) ∈ R[x; θ1].

It follows that 〈xn − a(x)〉 is a two-sided ideal of R[x; θ1]. 2

By Lemmas 2.3 and 3.2, we obtain the following proposition.

Proposition 3.3 Let n be an even number. Then C is a θ1-a-polycyclic code over R if and

only if C is a left idea of R[x; θ1]/〈x
n − a(x)〉.

The rest of this section mainly studies some Gray images of skew polycyclic codes over R.

We first define a new Gray map as follows:

φ1 : R → Z
2
4, φ1(c) = (s+ 2t, 3s+ 2t),

where c = s+ ut ∈ R with s, t ∈ Z4. The Gray map φ1 can be extended to Rn:

φ1 : Rn → Z
2n
4 ,
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(c0, c1, . . . , cn−1) 7→ (s0 + 2t0, . . . , sn−1 + 2tn−1, 3s0 + 2t0, . . . , 3sn−1 + 2tn−1),

where ci = si + uti ∈ R (0 6 i 6 n− 1).

Then we define another Gray map as follows:

φ2 : R → Z
2
4, s+ ut 7→ (3s+ 2t, 3s+ 2t),

where s = r + 2q ∈ Z4, t = w + 2p ∈ Z4 with r, q, w, p ∈ F2. The Gray map can be extended to

Rn similarly.

Suppose m, l are positive integers. Let C be a linear code over Z4. Define a quasi-cyclic map

with index l of Zlm
4 as follows: ηl : Z

lm
4 → Z

lm
4 ,

ηl(c0,0, . . . , c0,m−1, |c1,0, . . . , c1,m−1, | . . . , |cl−1,0, . . . , cl−1,m−1)

= (c0,m−1, c0,0, . . . , c0,m−2, |c1,m−1, c1,0, . . . , c1,m−2, | . . . , |cl−1,m−1, cl−1,0, . . . , cl−1,m−2).

If ηl(C) ⊆ C, then C is a quasi-cyclic code with index l over Z4.

Lemma 3.4 Let τθ1,(1,2u) be the θ1-(1, 2u)-polycyclic map of Rn, η2 be the quasi-cyclic map

with index 2 of Z2n
4 . Let φ1 be defined as above. Then φ1τθ1,(1,2u) = η2φ1.

Proof Let c = (c0, c1, . . . , cn−1) ∈ Rn, where ci = si+uti with si, ti ∈ Z4, for i = 0, 1, . . . , n−1.

Since θ1(s+ ut) = s+ u3t is a ring-automorphism and u2 = 2, we have

τθ1,(1,2u)(c) =(0, θ1(c0), θ1(c1), . . . , θ1(cn−2)) + θ1(cn−1)(1, 2u, 0, . . . , 0)

=(θ1(sn−1 + utn−1), θ1(s0 + ut0) + θ1(sn−1 + utn−1)2u, θ1(s1 + ut1), . . . ,

θ1(sn−2 + utn−2)

=(sn−1 + 3tn−1u, s0 + (3t0 + 2sn−1)u, s1 + 3t1u, . . . , sn−2 + 3tn−2u).

Then

φ1τθ1,(1,2u)(c) =(sn−1 + 2tn−1, s0 + 2t0, . . . , sn−2 + 2tn−2, 3sn−1 + 2tn−1, 3s0 + 2t0, . . . ,

3sn−2 + 2tn−2).

On the other hand, since φ1(s+ ut) = (s+ 2t, 3s+ 2t) and

η2φ1 =(sn−1 + 2tn−1, s0 + 2t0, . . . , sn−2 + 2tn−2, 3sn−1 + 2tn−1, 3s0 + 2t0, . . . ,

3sn−2 + 2tn−2),

we have φ1τθ1,(1,2u) = η2φ1. 2

By Lemma 3.4, we can obtain the following theorem 3.5.

Theorem 3.5 Let C be a θ1-(1, 2u)-polycyclic code of length n over R. Then φ1(C) is a quasi-

cyclic code with index 2 of length 2n over Z4.

Proof Assume that C is a θ1-(1, 2u)-polycyclic code of length n over R. By Lemma 3.4, we see

that η2φ1(C) = φ1τθ1,(1,2u)(C) = φ1(C), which means φ1(C) is a quasi-cyclic code with index 2

of length 2n over Z4. 2
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Lemma 3.6 Let τθ1,(1,2u) be the θ1-(1, 2u)-polycyclic map of Rn, σ be the cyclic map of Z2n
4 .

Let φ2 be defined as above. Then φ2τθ1,(1,2u) = σφ2.

Proof Since φ2(s+ ut) = (3s+ 2t, 3s+ 2t), we have

σφ2 = (3sn−1 + 2tn−1, 3s0 + 2t0, . . . , 3sn−1 + 2tn−1, 3s0 + 2t0, . . . , 3sn−2 + 2tn−2).

It is easy to verify that φ2τθ1,(1,2u) = σφ2. 2

Theorem 3.7 Let C be a θ1-(1, 2u)-polycyclic code of length n over R. Then φ2(C) is a cyclic

code of length 2n over Z4.

Proof Let C be a θ1-(1, 2u)-polycyclic code of length n over R. By Lemma 3.6, we have

σφ2(C) = φ2τθ1,(1,2u)(C) = φ2(C).

It is easy to verify φ2(C) is a cyclic code of length 2n over Z4. 2

4. Polycyclic codes over R

In this section, we mainly study polycyclic codes over R, which is a special case of skew

polycyclic codes. In the rest of this paper, we always denote a = (1, 2u) to be (1, 2u, 0, . . . , 0) for

short. We first consider the Gray images of a-polycyclic code.

Lemma 4.1 Let τ(1,2u) be the (1, 2u)-polycyclic map of Rn, η2 be the quasi-cyclic map with

index 2 of Z2n
4 . Let φ1 be defined as the previous section. Then φ1τ(1,2u) = η2φ1.

Proof Let c = (c0, c1, . . . , cn−1) ∈ Rn, where ci = si+uti with si, ti ∈ Z4 for i = 0, 1, . . . , n− 1.

Since u2 = 2, we have

τ(1,2u)(c) =(0, c0, c1, . . . , cn−2) + cn−1(1, 2u, 0, . . . , 0)

=(sn−1 + utn−1, s0 + u(t0 + 2sn−1), s1 + ut1, . . . , sn−2 + utn−2).

So

φ1τ(1,2u)(c) =(sn−1 + 2tn−1, s0 + 2t0, . . . , sn−2 + 2tn−2, 3sn−1 + 2tn−1, 3s0 + 2t0, . . . ,

3sn−2 + 2tn−2).

On the other hand, as φ1(s+ ut) = (s+ 2t, 3s+ 2t), we can obtain

η2φ1 =(sn−1 + 2tn−1, s0 + 2t0, . . . , sn−2 + 2tn−2, 3sn−1 + 2tn−1, 3s0 + 2t0, . . . ,

3sn−2 + 2tn−2).

Consequently, φ1τ(1,2u) = η2φ1. 2

By Lemma 4.1, we can obtain the following result.

Theorem 4.2 Let C be a (1, 2u)-polycyclic code of length n over R. Then φ1(C) is a quasi-

cyclic code with index 2 of length 2n over Z4.
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Proof Assume that C is a (1, 2u)-polycyclic code of length n over R. By Lemma 4.1, we have

η2φ1(C) = φ1τ(1,2u)(C) = φ1(C).

It is easy to verify φ1(C) is a quasi-cyclic code with index 2 of length 2n over Z4. 2

Lemma 4.3 Let τ(1,2u) be the (1, 2u)-polycyclic map of Rn, σ be the cyclic map of Z2n
4 . Let

φ2 be defined as the previous section. Then φ2τ(1,2u) = σφ2.

Proof Since φ2(s+ ut) = (3s+ 2t, 3s+ 2t), we have

σφ2 = (3sn−1 + 2tn−1, 3s0 + 2t0, . . . , 3sn−1 + 2tn−1, 3s0 + 2t0, . . . , 3sn−2 + 2tn−2).

It is easy to verify that φ2τ(1,2u) = σφ2. 2

By Lemma 4.3, the following theorem can be obtained.

Theorem 4.4 Let C be a (1, 2u)-polycyclic code of length n over R. Then φ2(C) is a cyclic

code of length 2n over Z4.

Proof Let C be a (1, 2u)-polycyclic code of length n over R. By Lemma 4.3, we get

σφ2(C) = φ2τ(1,2u)(C) = φ2(C).

It is easy to verify φ2(C) is a cyclic code of length 2n over Z4. 2

To study the Gray images over F2 of polycyclic codes, we define a Gray map as follows:

φ3 : R → F
4
2, s+ ut 7→ (r, r + w, q + w, r + q + w),

where s = r + 2q ∈ Z4, t = w + 2p ∈ Z4 with r, q, w, p ∈ F2. The Gray map φ3 can be extended

to Rn:

φ3 : Rn → F
4n
2 ,

(c0, c1, . . . , cn−1) 7→ (r0, . . . , rn−1, r0 + w0, . . . , rn−1 + wn−1, q0 + w0, . . . ,

qn−1 + wn−1, r0 + q0 + w0, . . . , rn + qn−1 + wn−1),

where ci = (ri + 2qi) + u(wi + 2pi) ∈ R with ri, qi, wi, pi ∈ F2 (0 6 i 6 n− 1).

Lemma 4.5 Let τ(1,2u) be the (1, 2u)-polycyclic map of Rn, η4 be the quasi-cyclic map with

index 4 of F4n
2 . Let φ3 be defined as above. Then φ3τ(1,2u) = η4φ3.

Proof Since φ3(s + ut) = (r, r + w, q + w, r + q + w), where s = r + 2q ∈ Z4, t = w + 2p ∈ Z4

with r, q, w, p ∈ F2, we have

τ(1,2u)(c) =(0, c0, c1, . . . , cn−2) + cn−1(1, 2u, 0, . . . , 0)

=(rn−1 + 2qn−1 + u(wn−1 + 2pn−1), r0 + 2q0 + u(w0 + 2(p0 + rn−1)),

r1 + 2q1 + u(w1 + 2p1), . . . , rn−2 + 2qn−2 + u(wn−2 + 2pn−2)).

Then

σφ3τ(1,2u) =(rn−1, r0, . . . , rn−2, rn−1 + wn−1, r0 + w0, . . . , rn−2 + wn−2,
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qn−1 + wn−1, q0 + w0, . . . , qn−2 + wn−2, rn−1 + qn−1 + wn−1,

r0 + q0 + w0, . . . , rn−2 + qn−2 + wn−2).

By the definition of φ3, we obtain φ3τ(1,2u) = σφ3. 2

By Lemma 4.5, we can obtain the following result.

Theorem 4.6 Let C be (1, 2u)-polycyclic code of length n over R. Then φ3(C) is a quasi-cyclic

code with index 4 of length 4n over F2.

Proof Let C be a (1, 2u)-polycyclic code of length n over R. By Lemma 4.5, we have

φ3τ(1,2u)(C) = η4φ3(C).

It is easy to verify φ3(C) is a quasi-cyclic code of length 4n over F2. 2

Therest of this sectionwill study the generator polynomials of (1, 2u)-polycyclic codes over R.

Lemma 4.7 ([22]) Let C be a cyclic code of length n over Z4.

(1) If n is odd, then C = 〈g(x), 2r(x)〉 = 〈g(x) + 2r(x)〉, where g(x), r(x) are polynomials

with r(x)|g(x)|(xn − 1) mod 4.

(2) Assume that n is even, then either:

(a) C is a free module of generator C = 〈g(x) + 2p(x)〉, where g(x)|(xn − 1) mod 2 and

(g(x) + 2p(x))|(xn − 1) mod 4, or,

(b) C = 〈g(x) + 2p(x), 2r(x)〉, where g(x), r(x) and p(x) are polynomials with g(x)|(xn − 1)

mod 2, r(x)|g(x) mod 2, r(x)|(p(x)x
n
−1

g(x) ) mod 2, and deg(r(x)) > deg(p(x)).

We can associate a linear code C overR with two linear codes over Z4 of length n. The residue

code Res(C) = {x ∈ Z
n
4 |∃ y ∈ Z

n
4 : x+uy ∈ C} and the torsion code Tor(C) = {y ∈ Z

n
4 |uy ∈ C}.

Let

µ : Rn → Z
n
4 , (c0, c1, . . . , cn−1) 7→ (s0, s1, . . . , sn−1),

where ci = si + uti for i = 0, 1, . . . , n − 1. Clearly, the map µ is a Z4-homomorphism with

Kerµ ∼= Tor(C) and µ(C) = Res(C). In the following result, we give the generator polynomials

of all (1 + 2u)-polycyclic codes over R.

Theorem 4.8 Let C be a (1, 2u)-polycyclic code of length n over R.

(1) If n is odd, then C = 〈g1(x)+2r1(x)+ub(x), u(g2(x)+2r2(x))〉, where b(x) is a polynomial

over Z4, and gi(x), ri(x) are polynomials with ri(x)|gi(x)|(x
n − 1) mod 4, i = 1, 2.

(2) Assume that n is even, then either:

(a) C = 〈g1(x)+2p1(x)+ud(x), u(g2(x)+2p2(x))〉, where d(x) is a polynomial over Z4, and

gi(x), pi(x) are polynomials with gi(x)|(x
n − 1) mod 2, (gi(x) + 2pi(x))|(x

n − 1) mod 4, i = 1, 2.

(b) C = 〈g1(x)+2p1(x)+ue1(x), 2r1(x)+ue2(x), u(g2(x)+2p2(x)), 2ur2(x)〉, where ei(x) is a

polynomial over Z4, and gi(x), ri(x), pi(x) are polynomials with gi(x)|(x
n−1) mod 2, ri(x)|gi(x)

mod 2, ri(x)|(pi(x)
xn

−1
gi(x)

) mod 2, deg(ri(x)) > deg(pi(x)), i = 1, 2.

Proof (1) Suppose n is an odd integer. Let c = (c0, c1, . . . , cn−1) ∈ C, where ci = si + uti (0 6
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i 6 n − 1), then (s0, s1, . . . , sn−1) ∈ Res(C). Since C is a (1, 2u)-polycyclic code of length n

over R, we have (0, c0, . . . , cn−2) + cn−1(1, 2u, 0, . . . , 0) ∈ C. Note that 2ucn−1 = 2usn−1. So we

obtain that

(sn−1, s0, . . . , sn−2) ∈ Res(C).

Hence Res(C) is a cyclic code over Z4, which means µ(C) is a cyclic code of length n over Z4. By

(1) of Lemma 4.7, we obtain that µ(C) = 〈g1(x) + 2r1(x)〉, where g1(x), r1(x) are polynomials

with r1(x)|g1(x)|(x
n − 1) mod 4. Note that µ(C) = Res(C). By the definition of Res(C), there

exists a polynomial b(x) ∈ Z4[x] such that g1(x) + 2r1(x) + ub(x) ∈ C.

Also, let (ut0, ut1, . . . , utn−1) ∈ C. Obviously, (ut0, ut1, . . . , utn−1) ∈ Kerµ. Since C is a

(1, 2u)-polycyclic code of length n over R, we get

(0, ut0, . . . , utn−2) + utn−1(1, 2u, 0, . . . , 0) ∈ C.

Since u2 = 2, (utn−1, ut0, . . . , utn−2) ∈ C. Obviously, µ(utn−1, ut0, . . . , utn−2) = 0, then

(utn−1, ut0, . . . , utn−2) ∈ C∩Kerµ. Therefore, C∩Kerµ is a cyclic code of length n over Z4+uZ4.

By Lemma 4.7 again, C ∩ Kerµ = u〈g2(x) + 2r2(x)〉, where g2(x), r2(x) are polynomials with

r2(x)|g2(x)|(x
n − 1) mod 4. Hence

〈g1(x) + 2r1(x) + ub(x), u(g2(x) + 2r2(x))〉 ⊆ C.

On the other hand, for any f(x) = f1(x) + uf2(x) ∈ C, where fi(x) ∈ Z4[x], i = 1, 2, then

f1(x) ∈ µ(C). So there exists m(x) ∈ Z4[x] such that

f(x) =f1(x) + uf2(x) = m(x)(g1(x) + 2r1(x)) + uf2(x)

=m(x)(g1(x) + 2r1(x) + ub(x)) + u(f2(x) −m(x)b(x)).

Since u(f2(x)−m(x)b(x)) ∈ C∩Kerµ, f(x) ∈ 〈g1(x)+2r1(x)+ub(x), u(g2(x)+2r2(x))〉. That is

to say C ⊆ 〈g1(x)+2r1(x)+ub(x), u(g2(x)+2r2(x))〉. Then C = 〈g1(x)+2r1(x)+ub(x), u(g2(x)+

2r2(x))〉.

(2) Assume that n is even, we only prove (b) since (a) is similar. By (b) of Lemma 4.7 and sim-

ilar proof of Theorem 4.8 (1), we can get µ(C) = 〈g1(x)+2p1(x), 2r1(x)〉, where g1(x), r1(x), p1(x)

are polynomials with g1(x)|(x
n − 1) mod 2, r1(x)|g1(x) mod 2, r1(x)|(p1(x)

xn
−1

g1(x)
) mod 2, and

deg(r1(x)) > deg(p1(x)). Note that µ(C) = Res(C). By the definition of Res(C), there exist

e1(x), e1(x) ∈ Z4[x] such that g1(x) + 2p1(x) + ue1(x) ∈ C with 2r1(x) + ue2(x) ∈ C. By (b) of

Lemma 4.7 and similar proof of Theorem 4.8 (1), we also have

C ∩Kerµ = u〈g2(x) + 2p2(x), 2r2(x)〉,

where g2(x), r2(x), p2(x) are polynomials with

g2(x)|(x
n − 1)mod 2, r2(x)|g2(x)mod 2, r2(x)|(p2(x)

xn − 1

g2(x)
)mod 2

and deg(r2(x)) > deg(p2(x)). Then

〈g1(x) + 2p1(x) + ue1(x), 2r1(x) + ue2(x), u(g2(x) + 2p2(x)), 2ur2(x)〉 ⊆ C.
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On the other hand, for any f(x) = f1(x) + uf2(x) ∈ C, where fi(x) ∈ Z4[x] for i = 1, 2, we

have f1(x) ∈ µ(C). Hence there exist m1(x),m2(x) ∈ Z4[x] such that

f(x) =f1(x) + uf2(x) = m1(x)(g1(x) + 2p1(x)) + 2m2(x)r1(x) + uf2(x)

=m1(x)(g1(x) + 2p1(x) + ue1(x)) +m2(x)(2r1(x) + ue2(x))+

u(f2(x)−m1(x)e1(x) −m2(x)e2(x)).

Since u(f2(x)−m1(x)e1(x)−m2(x)e2(x)) ∈ C ∩Kerµ, f(x) ∈ 〈g1(x)+ 2p1(x)+ue1(x), 2r1(x)+

ue2(x), u(g2(x) + 2p2(x)), 2ur2(x)〉. That is to say

C ⊆ 〈g1(x) + 2p1(x) + ue1(x), 2r1(x) + ue2(x), u(g2(x) + 2p2(x)), 2ur2(x)〉.

Hence,

C = 〈g1(x) + 2p1(x) + ue1(x), 2r1(x) + ue2(x), u(g2(x) + 2p2(x)), 2ur2(x)〉. 2

5. An Example

This section will verify some main results of this paper through an example.

First, we recall some weights of linear codes over Z4. Define the Hamming weight of elements

0, 1, 2, 3 in Z4 as 0, 1, 1, 1, respectively; the Lee weight of elements 0, 1, 2, 3 in Z4 as 0, 1, 2, 1,

respectively, and the Eulidean weight of elements 0, 1, 2, 3 in Z4 as 0, 1, 4, 1, respectively. Let

x = (x0, . . . , xn−1) ∈ Z
n
4 . Define the Hamming (resp., Lee, Eulidean) weight for x, wH(x) =

∑n−1
i=0 wH(xi) (resp., wL(x) =

∑n−1
i=0 wL(xi), wE(x) =

∑n−1
i=0 wE(xi)). Assume that C is a linear

code of length n over Z4, the Hamming (resp., Lee, Eulidean) distance of C is defined as the

minimum value of Hamming (resp., Lee, Eulidean) weights of non-zero codewords in C.

n g′

1
(x) g′

2
(x) Z4 dH dL dE

3 0 x+ 1 4022 4 8∗ 16

3 3x+ 1 0 4220 4 4∗ 4

3 3x2 + 3x+ 3 0 4120 6 6∗ 6

4 x+ 3 0 4320 4 4∗ 4

4 x3 + 3x2 + x+ 3 0 4120 8 8∗ 8

5 0 3x+ 1 4024 4 8∗ 16

5 3x4 + 3x3 + 3x2 + 3x+ 3 0 4120 10 10∗ 10

6 x3 + 2x2 + 2x+ 3 0 4320 4 8∗ 8

7 3x6 + 3x5 + 3x4 + 3x3 0 4120 14 14∗ 14

9 0 x7 + 3x6 + x4 + 3x3 + x+ 1 4022 12 24∗ 48

9 3x7 + x6 + 3x4 + x3 0 4220 12 12∗ 12

9 x8 + x7 + x6 + x5 + x4 0 4120 18 18∗ 18

Table 1 Some (1, 2u)-polycyclic good codes of length at most 9 over R

Example 5.1 Let C be a (1, 2u)-polycyclic code of length n over R. By (1) and (a) of Theorem

4.8, we can set C = 〈g′1(x), ug
′
2(x)〉. By Theorem 4.2, we get φ1(C) is a linear code of length 2n
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over Z4. Therefore, it is of type 4k12k2 (see [6, Proposition 1.1]). Using MATLAB, we can give

Table 1. In the table, the column of Z4 represents the type of φ1(C) in Z4. The column of dH ,

dL and dE represent the distance of Hamming, the distance of Lee and the distance of Eulidean,

respectively. The Gray images marked ∗ in the column dL are good codes over Z4 (see [23]).
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[14] S. R. LÓPEZ-PERMOUTH, B. R. PARRA-AVILA, S. SZABO. Dual generalizations of the concept of cyclic-

ity of codes. Adv. Math. Mommun, 2009, 3: 227–234.

[15] M. MATSUOKA. Polycyclic codes and sequential codes over finite commutative QF rings. JP J. Algebra
Number Theory Appl., 2011, 23(1): 77–85.

[16] A. ALAHMADI, S. DOUGHERTY, A. LEROY, et al. On the duality and the direction of polycyclic codes.

Adv. Math. Commun., 2016, 10(4): 921–929.
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[20] S. R. LÓPEZ-PERMOUTH, H. ÖZADAM, F. ÖZBUDAK, et al. Polycyclic codes over Galois rings with

applications to repeated-root constacyclic codes. Finite Fields Appl., 2013, 19: 16–38.

[21] Minjia SHI, Xiaoxiao LI, Z. SEPASDAR, et al. Polycyclic codes as invariant subspaces. Finite Fields Appl.,

2020, 68: 101760, 14 pp.

[22] T. ABUALRUB, I. SIAP. Reversible cyclic codes over Z4. Australas. J. Combin., 2007, 38: 195–205.

[23] N. AYDIN, T. ASAMOV. Table of the Z4 Database [Online]. Available: http://www.asamov.com/Z4Codes/

CODES/ShowCODESTablePage.aspx.


	1. Introduction
	2. Preliminaries
	3. Skew polycyclic codes over R
	4. Polycyclic codes over R
	5. An Example

