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#### Abstract

The $A_{\alpha}$-matrix of a graph $G$ is defined as $A_{\alpha}(G)=\alpha D(G)+(1-\alpha) A(G)(\alpha \in[0,1])$, given by Nikiforov in 2017, where $A(G)$ and $D(G)$ are, respectively, the adjacency matrix and the degree matrix of graph $G$. Let $F_{n}$ and $M_{n}$ be hexacyclic system graph and Möbius hexacyclic system graph, respectively. In this paper, according to the determinant and the eigenvalues of a circulant matrix, we firstly present $A_{\alpha}$-characteristic polynomial and $A_{\alpha}$-spectrum of $F_{n}$ (resp., $M_{n}$ ). Furthermore, we obtain the upper bound of the $A_{\alpha}$-energy of $F_{n}$ (resp., $M_{n}$ ).
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## 1. Introduction

All graphs considered here are simple finite undirected graph. Let $G=(V(G), E(G))$ be a connected graph with vertex set $V(G)$ and edge set $E(G) .|V(G)|$ and $|E(G)|$ are often called the order and the size of the graph $G$, respectively. Let $A(G)$ denote the adjacency matrix, and $D(G)$ denote the diagonal matrix of the degrees of $G$. For any real $\alpha \in[0,1]$, Nikiforov [1] defined the matrix $A_{\alpha}(G)$ as

$$
A_{\alpha}(G)=\alpha D(G)+(1-\alpha) A(G)
$$

It is clear that $A_{0}(G)=A(G), A_{1}(G)=D(G)$ and $2 A_{1 / 2}(G)=Q(G)$, where $Q(G)$ is the signless Laplacian matrix. Moreover, $L(G)=\frac{A_{\alpha}-A_{\beta}}{\alpha-\beta}$ if $\alpha \neq \beta$ for any $\alpha, \beta \in[0,1]$, where $L(G)$ is the Laplacian matrix. We denote by $\Phi\left(A_{\alpha}(G) ; \lambda\right)=\operatorname{det}\left(\lambda I_{n}-A_{\alpha}(G)\right)$ the $A_{\alpha}$-characteristic polynomial of graph $G$, where $I_{n}$ is the identity matrix. For convenience, we assume that the $A_{\alpha}$-eigenvalues of $G$ are $\lambda_{1}(G) \geq \lambda_{2}(G) \geq \cdots \lambda_{n}(G)$. Then the $A_{\alpha}$-spectrum of $G$ is a multiset of distinct eigenvalues together with their multiplicities. The largest $A_{\alpha}$-eigenvalue of $A_{\alpha}(G)$ is called the $A_{\alpha}$-spectral radius of $G$, denoted by $\rho\left(A_{\alpha}(G)\right)$. For more properties on $A_{\alpha}(G)$, we refer the reader to [2-7].

A hexagonal system (benzenoid hydrocarbon) is 2-connected plan graph such that each of its interior face is bonded by a regular hexagon of unit length 1 . Let $F_{n}$ and $M_{n}$ be respectively

[^0]hexacyclic system graph and Möbius hexacyclic system graph with $n$ hexagons, shown in Figure 1. For undefined terminologies and notations here, we refer to [8].

It is well-known that Hexagonal systems are very important in theoretical chemistry because they are natural graph representations of benzenoid hydrocarbon. Up to now, the adjacency spectra of hexagonal systems $L_{n}$ and $F_{n}$ are investigated in [9,10]. The adjacency characteristic polynomial of $H_{3}^{n}$ called prolate rectangle of benzenoid system in theoretical chemistry is determined by Lou et al. [11]. In addition, the normalized Laplacian polynomials and spectra of $F_{n}$ and $M_{n}$ were given by Shi et al. [12].

In this paper, we consider the $A_{\alpha}$-characteristic polynomials and $A_{\alpha}$-spectra of $F_{n}$ and $M_{n}$. From a chemical point of view, it is of great interest to find the values of energy for a graph. Therefore, as an application, we obtain the upper bounds of the $A_{\alpha}$-energy of $F_{n}$ and $M_{n}$, respectively.


Figure 1 Graphs $F_{n}$ and $M_{n}$

## 2. Preliminaries

In this section, we recall some basic lemmas which will be useful for the proof of main results.
Lemma 2.1 ([13]) Let $C_{n}$ be the cycle on $n$ vertices. Then the $Q$-polynomial of $C_{n}$ is

$$
Q\left(C_{n} ; \lambda\right)=\prod_{j=1}^{n}\left(\lambda-2-2 \cos \frac{2 \pi j}{n}\right)
$$

Lemma 2.2 Let $A$ and $B$ be two $n \times n$ matrices. Then $\left|\begin{array}{ll}A & B \\ B & A\end{array}\right|=|A+B \| A-B|$.
Lemma 2.3 ([14]) Let $(0,1,0, \ldots, 0)$ and $\left(s_{1}, s_{2}, \ldots, s_{n}\right)$ be the elements of the first row of circulant matrices $W$ and $S$, respectively. Then

$$
S=\sum_{j=1}^{n} s_{j} \omega^{j-1}
$$

where the eigenvalues of $W$ are $1, \omega, \omega^{2}, \ldots, \omega^{n-1}, \omega=e^{\frac{2 \pi i}{n}}$.
Lemma $2.4([14,15])$ Let $S$ be an $n \times n$ circulant matrix. Then the eigenvalues of $S$ are

$$
\lambda_{r}=\sum_{j=1}^{n} s_{j} w^{(j-1) r}=s_{1}+s_{2} \omega^{r}+\cdots+s_{n} \omega^{(n-1) r}, \quad r=0,1, \ldots, n-1,
$$

and $\operatorname{det}(S)=\prod_{r=0}^{n-1}\left(s_{1}+s_{2} \omega^{r}+\cdots+s_{n} \omega^{(n-1) r}\right)$.
Lemma $2.5([16])$ Let $M, N, P$ and $Q$ be matrices of order $p \times p, p \times q, q \times p$ and $q \times q$, respectively, and $M$ and $Q$ are non-singular square matrices. Then

$$
\left|\begin{array}{ll}
M & N \\
P & Q
\end{array}\right|=|M|\left|Q-P M^{-1} N\right|=|Q|\left|M-N Q^{-1} P\right|
$$

## 3. Main results

The main results of this section are that the $A_{\alpha}$-spectra of $F_{n}$ and $M_{n}$ are, respectively, determined.

### 3.1 The $A_{\alpha}$-spectrum of $F_{n}$

At first, we give a partition of the vertex set of $F_{n}$, denoted by $V\left(F_{n}\right)=V_{1} \cup V_{2} \cup V_{3} \cup V_{4}$, where $V_{i}=\left\{v_{i 1}, v_{i 2}, \ldots, v_{i n}\right\}(i=1,2,3,4)$, as shown in the Figure 2. Clearly, $\left|V\left(F_{n}\right)\right|=4 n$. Let $A\left(V_{i}, V_{j}\right)=\left(a_{k l}\right)$ denote the block matrix of $A\left(F_{n}\right)$ corresponding to the $V_{i}$ block row and the $V_{j}$ block column. If $v_{i k} \in V_{i}$ is adjacent with $v_{j l} \in V_{j}$, then $a_{k l}=1$, otherwise $a_{k l}=0$. Then we have

$$
R=A\left(V_{2}, V_{1}\right)=A\left(V_{3}, V_{4}\right)=\left(\begin{array}{cccccc}
1 & & & & & 1 \\
1 & 1 & & & & \\
& 1 & 1 & & & \\
& & \ddots & \ddots & & \\
& & & 1 & 1 & \\
& & & & 1 & 1
\end{array}\right)_{n \times n}
$$

Observe that the matrix $R$ is the incidence matrix of $C_{n}$ and $R R^{\mathrm{T}}=D\left(C_{n}\right)+A\left(C_{n}\right)=Q\left(C_{n}\right)$.


Figure 2 Labeling of graphs $F_{n}$

Based on the above, we obtain the following theorem.
Theorem 3.1 Let $F_{n}$ be a hexagonal system with $n$ hexagons. Then the $A_{\alpha}$-characteristic polynomial of $F_{n}$ is

$$
\begin{aligned}
\Phi\left(A_{\alpha}\left(F_{n}\right) ; \lambda\right)= & \prod_{j=1}^{n}\left((\lambda-2 \alpha)(\lambda-2 \alpha-1)-(1-\alpha)^{2}\left(2+2 \cos \frac{2 \pi j}{n}\right)\right) \times \\
& \prod_{j=1}^{n}\left((\lambda-2 \alpha)(\lambda-4 \alpha+1)-(1-\alpha)^{2}\left(2+2 \cos \frac{2 \pi j}{n}\right)\right)
\end{aligned}
$$

Proof In accordance with the vertex partition above, we can express the adjacency matrix and the degree matrix of $F_{n}$ in the form of block matrix below:

$$
A\left(F_{n}\right)=\begin{gathered}
V_{1} \\
V_{1} \\
V_{2} \\
V_{3} \\
V_{4}
\end{gathered}\left(\begin{array}{cccc}
\mathbf{0}_{n} & R^{\mathrm{T}} & \mathbf{0}_{n} & \mathbf{0}_{n} \\
R & \mathbf{0}_{n} & I_{n} & \mathbf{0}_{n} \\
\mathbf{0}_{n} & I_{n} & \mathbf{0}_{n} & R \\
\mathbf{0}_{n} & \mathbf{0}_{n} & R^{\mathrm{T}} & \mathbf{0}_{n}
\end{array}\right), \quad \begin{aligned}
& V_{1} \\
& V_{1} \\
& V_{2} \\
& V_{3} \\
& V_{4}
\end{aligned}\left(\begin{array}{cccc}
2 I_{n} & & & V_{2} \\
& 3 I_{n} & & \\
& & 3 I_{n} & \\
& & & 2 I_{n}
\end{array}\right) .
$$

It then follows from the definition of $A_{\alpha}$-matrix that

$$
A_{\alpha}\left(F_{n}\right)=\alpha D\left(F_{n}\right)+(1-\alpha) A\left(F_{n}\right)=\begin{gathered}
\\
V_{1} \\
V_{2} \\
V_{3} \\
V_{4}
\end{gathered}\left(\begin{array}{cccc}
V_{1} & V_{2} & V_{3} & V_{4} \\
2 \alpha I_{n} & (1-\alpha) R^{\mathrm{T}} & \mathbf{0}_{n} & \mathbf{0}_{n} \\
(1-\alpha) R & 3 \alpha I_{n} & (1-\alpha) I_{n} & \mathbf{0}_{n} \\
\mathbf{0}_{n} & (1-\alpha) I_{n} & 3 \alpha I_{n} & (1-\alpha) R \\
\mathbf{0}_{n} & \mathbf{0}_{n} & (1-\alpha) R^{\mathrm{T}} & 2 \alpha I_{n}
\end{array}\right) .
$$

Thus, $\Phi\left(A_{\alpha}\left(F_{n}\right) ; \lambda\right)$ can be represented in the form of determinant as follows:

$$
\Phi\left(A_{\alpha}\left(F_{n}\right) ; \lambda\right)=\left|\lambda I_{4 n}-A_{\alpha}\left(F_{n}\right)\right|=\operatorname{det} B_{0}
$$

where

$$
B_{0}=\lambda I_{4 n}-A_{\alpha}\left(F_{n}\right)=\left(\begin{array}{cccc}
(\lambda-2 \alpha) I_{n} & -(1-\alpha) R^{\mathrm{T}} & \mathbf{0}_{n} & \mathbf{0}_{n} \\
-(1-\alpha) R & (\lambda-3 \alpha) I_{n} & -(1-\alpha) I_{n} & \mathbf{0}_{n} \\
\mathbf{0}_{n} & -(1-\alpha) I_{n} & (\lambda-3 \alpha) I_{n} & -(1-\alpha) R \\
\mathbf{0}_{n} & \mathbf{0}_{n} & -(1-\alpha) R^{\mathrm{T}} & (\lambda-2 \alpha) I_{n}
\end{array}\right)
$$

By multiplying the first block row by $\frac{1-\alpha}{\lambda-2 \alpha} R$ and then adding it to the second block row, and multiplying the fourth row by $\frac{1-\alpha}{\lambda-2 \alpha} R$ and then adding it to the third block row, we get the matrix $B_{1}$ shown as follows:

$$
B_{1}=\left(\begin{array}{cccc}
(\lambda-2 \alpha) I_{n} & -(1-\alpha) R^{\mathrm{T}} & \mathbf{0}_{n} & \mathbf{0}_{n} \\
\mathbf{0}_{n} & (\lambda-3 \alpha) I_{n}-\frac{(1-\alpha)^{2} R R^{\mathrm{T}}}{\lambda-2 \alpha} & -(1-\alpha) I_{n} & \mathbf{0}_{n} \\
\mathbf{0}_{n} & -(1-\alpha) I_{n} & (\lambda-3 \alpha) I_{n}-\frac{(1-\alpha)^{2} R R^{\mathrm{T}}}{\lambda-2 \alpha} & \mathbf{0}_{n} \\
\mathbf{0}_{n} & \mathbf{0}_{n} & -(1-\alpha) R^{\mathrm{T}} & (\lambda-2 \alpha) I_{n}
\end{array}\right)
$$

After that, applying the Laplace's Extension Theorem in the first and fourth block columns of
$B_{1}$, we get

$$
\operatorname{det} B_{1}=(\lambda-2 \alpha)^{2 n} \cdot \operatorname{det} B_{2},
$$

where

$$
\operatorname{det} B_{2}=\left|\begin{array}{cc}
(\lambda-3 \alpha) I_{n}-\frac{(1-\alpha)^{2} R R^{\mathrm{T}}}{\lambda-2 \alpha} & -(1-\alpha) I_{n} \\
-(1-\alpha) I_{n} & (\lambda-3 \alpha) I_{n}-\frac{(1-\alpha)^{2} R R^{\mathrm{T}}}{\lambda-2 \alpha}
\end{array}\right| .
$$

Note that $R R^{\mathrm{T}}=Q\left(C_{n}\right)$. It follows from Lemmas 2.1 and 2.2 that

$$
\begin{aligned}
\operatorname{det} B_{1}= & (\lambda-2 \alpha)^{2 n} \left\lvert\,(\lambda-3 \alpha) I_{n}-\frac{(1-\alpha)^{2} Q\left(C_{n}\right)}{\lambda-2 \alpha}-(1-\alpha) I_{n}\right. \|(\lambda-3 \alpha) I_{n}- \\
& \left.\frac{(1-\alpha)^{2} Q\left(C_{n}\right)}{\lambda-2 \alpha}+(1-\alpha) I_{n} \right\rvert\, \\
= & (\lambda-2 \alpha)^{2 n}\left|(\lambda-2 \alpha-1) I_{n}-\frac{(1-\alpha)^{2} Q\left(C_{n}\right)}{\lambda-2 \alpha}\right|\left|(\lambda-4 \alpha+1) I_{n}-\frac{(1-\alpha)^{2} Q\left(C_{n}\right)}{\lambda-2 \alpha}\right| \\
= & \left|(\lambda-2 \alpha)(\lambda-2 \alpha-1) I_{n}-(1-\alpha)^{2} Q\left(C_{n}\right)\right|\left|(\lambda-2 \alpha)(\lambda-4 \alpha+1) I_{n}-(1-\alpha)^{2} Q\left(C_{n}\right)\right|
\end{aligned}
$$

Therefore, we have

$$
\begin{aligned}
\Phi\left(A_{\alpha}\left(F_{n}\right) ; \lambda\right)= & \operatorname{det} B_{0}=\operatorname{det} B_{1} \\
= & \prod_{j=1}^{n}\left((\lambda-2 \alpha)(\lambda-2 \alpha-1)-(1-\alpha)^{2}\left(2+2 \cos \frac{2 \pi j}{n}\right)\right) \times \\
& \prod_{j=1}^{n}\left((\lambda-2 \alpha)(\lambda-4 \alpha+1)-(1-\alpha)^{2}\left(2+2 \cos \frac{2 \pi j}{n}\right)\right) .
\end{aligned}
$$

Through Theorem 3.1, we get the following corollary.
Corollary 3.2 Let $F_{n}$ be a hexagonal system with $n$ hexagons. Then the $A_{\alpha}$-eigenvalues of graph $F_{n}$ are

$$
\begin{cases}\lambda_{1,2}^{j}=\frac{(4 \alpha+1) \pm \sqrt{8\left(1+\cos \frac{2 \pi j}{n}\right)(\alpha-1)^{2}+1}}{2}, & j=1,2, \ldots, n \\ \lambda_{3,4}^{j}=\frac{(6 \alpha-1) \pm 2 \sqrt{\left(2+2 \cos \frac{2 \pi j}{n}\right)(\alpha-1)^{2}+\left(\alpha^{2}-\alpha+1\right)}}{2}, & j=1,2, \ldots, n\end{cases}
$$

### 3.2 The $A_{\alpha}$-spectrum of $M_{n}$

We give a vertex partition $V\left(M_{n}\right)=V \cup U$ of $M_{n}$, where $V=\left\{v_{1}, v_{2}, \ldots, v_{n}, v_{1}^{\prime}, v_{2}^{\prime}, \ldots, v_{n}^{\prime}\right\}$ and $U=\left\{u_{1}, u_{2}, \ldots, u_{n}, u_{1}^{\prime}, u_{2}^{\prime}, \ldots, u_{n}^{\prime}\right\}$ (shown in Figure 3). According to the label of $V\left(M_{n}\right)$, the adjacency matrix of $M_{n}$ can be expressed in the form of block matrix:

$$
A\left(M_{n}\right)=\begin{gathered}
V \\
V \\
U
\end{gathered}\left(\begin{array}{cc}
U & R \\
R^{\mathrm{T}} & \mathbf{0}
\end{array}\right)
$$

where $Y=A(V, V)=\left(\begin{array}{cc}\mathbf{0}_{n} & I_{n} \\ I_{n} & \mathbf{0}_{n}\end{array}\right)$ and $R=A(V, U)=\left(\begin{array}{cccccc}1 & & & & & 1 \\ 1 & 1 & & & & \\ & 1 & 1 & & & \\ & & \ddots & \ddots & & \\ & & & 1 & 1 & \\ & & & & 1 & 1\end{array}\right)_{2 n \times 2 n}$.
Note that $D\left(M_{n}\right)=\left(\begin{array}{ll}3 I_{2 n} & \\ & 2 I_{2 n}\end{array}\right)$. So, we get the following theorem.


Figure 3 Labeling of graphs $M_{n}$

Theorem 3.3 Let $M_{n}$ be the Möbius hexacyclic system graph with $n$ hexagons. Then the $A_{\alpha}$-characteristic polynomial of $M_{n}$ is

$$
\Phi\left(A_{\alpha}\left(M_{n}\right) ; \lambda\right)=\prod_{r=0}^{n-1}\left(\left(\lambda^{2}-5 \alpha \lambda+4 \alpha^{2}+4 \alpha-2\right)-2(1-\alpha)^{2} \cos \frac{\pi r}{n}-(-1)^{r}(\lambda-2 \alpha)(1-\alpha)\right)
$$

Proof Combining the above with the definition of $A_{\alpha}$-matrix yields

$$
A_{\alpha}\left(M_{n}\right)=\alpha D\left(M_{n}\right)+(1-\alpha) A\left(M_{n}\right)=\left(\begin{array}{cc}
3 \alpha I_{2 n}+(1-\alpha) Y & (1-\alpha) R \\
(1-\alpha) R^{\mathrm{T}} & 2 \alpha I_{2 n}
\end{array}\right)
$$

The $A_{\alpha}$-characteristic polynomial of $M_{n}$ can be expressed as:

$$
\Phi\left(A_{\alpha}\left(M_{n}\right) ; \lambda\right)=\left|\lambda I_{4 n}-A_{\alpha}\left(M_{n}\right)\right|=\left|\begin{array}{cc}
(\lambda-3 \alpha) I_{2 n}-(1-\alpha) Y & -(1-\alpha) R \\
-(1-\alpha) R^{\mathrm{T}} & (\lambda-2 \alpha) I_{2 n}
\end{array}\right| .
$$

According to Lemma 2.5, one can get

$$
\begin{aligned}
\Phi\left(A_{\alpha}\left(M_{n}\right) ; \lambda\right) & =(\lambda-2 \alpha)^{2 n} \operatorname{det}\left((\lambda-3 \alpha) I_{2 n}-(1-\alpha) Y-\frac{(1-\alpha)^{2}}{\lambda-2 \alpha} R R^{\mathrm{T}}\right) \\
& =\operatorname{det}\left((\lambda-2 \alpha)(\lambda-3 \alpha) I_{2 n}-(\lambda-2 \alpha)(1-\alpha) Y-(1-\alpha)^{2} R R^{\mathrm{T}}\right) \\
& =\operatorname{det}\left(B_{0}\right)
\end{aligned}
$$

By direct calculation, we have

$$
R R^{\mathrm{T}}=\left(\begin{array}{ccccccc}
2 & 1 & & & & & 1 \\
1 & 2 & 1 & & & & \\
& 1 & 2 & 1 & & & \\
& & \ddots & \ddots & \ddots & & \\
& & & 1 & 2 & 1 & \\
& & & & 1 & 2 & 1 \\
1 & & & & & 1 & 2
\end{array}\right)
$$

Therefore,

$$
\begin{aligned}
& B_{0}=(\lambda-2 \alpha)(\lambda-3 \alpha) I_{2 n}-(\lambda-2 \alpha)(1-\alpha) Y-(1-\alpha)^{2} R R^{\mathrm{T}}
\end{aligned}
$$

$$
\begin{aligned}
& \left(\begin{array}{cccccc}
2(1-\alpha)^{2} & (1-\alpha)^{2} & & & & (1-\alpha)^{2} \\
(1-\alpha)^{2} & 2(1-\alpha)^{2} & (1-\alpha)^{2} & & & \\
& (1-\alpha)^{2} & 2(1-\alpha)^{2} & (1-\alpha)^{2} & & \\
& & \ddots & \ddots & \ddots & \\
(1-\alpha)^{2} & & & (1-\alpha)^{2} & 2(1-\alpha)^{2} & (1-\alpha)^{2} \\
& & & & (1-\alpha)^{2} & 2(1-\alpha)^{2}
\end{array}\right) \\
& =\left(\begin{array}{ll}
B_{01} & B_{02} \\
B_{02} & B_{01}
\end{array}\right),
\end{aligned}
$$

where

$$
B_{01}=\left(\begin{array}{cccc}
\lambda^{2}-5 \alpha \lambda+6 \alpha^{2}-2(1-\alpha)^{2} & -(1-\alpha)^{2} & & \\
-(1-\alpha)^{2} & \lambda^{2}-5 \alpha \lambda+6 \alpha^{2}-2(1-\alpha)^{2} & -(1-\alpha)^{2} \\
& & \ddots & \\
& -(1-\alpha)^{2} & \lambda^{2}-5 \alpha \lambda+6 \alpha^{2}-2(1-\alpha)^{2}
\end{array}\right)_{n \times n}
$$

and

$$
B_{02}=\left(\begin{array}{cccc}
-(\lambda-2 \alpha)(1-\alpha) & & -(1-\alpha)^{2} \\
& -(\lambda-2 \alpha)(1-\alpha) & & \\
& & \ddots & \\
-(1-\alpha)^{2} & & & -(\lambda-2 \alpha)(1-\alpha)
\end{array}\right)_{n \times n}
$$

It can be seen from above that the matrix is a circulant matrix, and the elements in the first row
are

$$
\left[\lambda^{2}-5 \alpha \lambda+6 \alpha^{2}-2(1-\alpha)^{2},-(1-\alpha)^{2}, 0, \ldots, 0,-(\lambda-2 \alpha)(1-\alpha), 0, \ldots, 0,-(1-\alpha)^{2}\right]
$$

i.e.,

$$
\begin{gathered}
s_{1}=\lambda^{2}-5 \alpha \lambda+6 \alpha^{2}-2(1-\alpha)^{2}, s_{2}=-(1-\alpha)^{2} \\
s_{n+1}=-(\lambda-2 \alpha)(1-\alpha), s_{2 n}=-(1-\alpha)^{2}
\end{gathered}
$$

and $s_{i}=0$ otherwise. By Lemma 2.3, we can obtain

$$
\begin{aligned}
B_{0} & =s_{1} W^{0}+s_{2} W^{1}+s_{n+1} W^{n}+s_{2 n} W^{2 n-1} \\
& =\lambda^{2}-5 \alpha \lambda+6 \alpha^{2}-2(1-\alpha)^{2} W^{0}-(1-\alpha)^{2} W^{1}-(\lambda-2 \alpha)(1-\alpha) W^{n}-(1-\alpha)^{2} W^{2 n-1}
\end{aligned}
$$

And then, it follows from Lemma 2.4 that
$\operatorname{det} B_{0}=\prod_{r=0}^{n-1}\left(\lambda^{2}-5 \alpha \lambda+6 \alpha^{2}-2(1-\alpha)^{2}-(1-\alpha)^{2} \omega^{r}-(\lambda-2 \alpha)(1-\alpha) \omega^{n r}-(1-\alpha)^{2} \omega^{(2 n-1) r}\right)$,
where $\omega^{r}=e^{\frac{\pi r}{n} i}, i^{2}=-1$. By simple computation, we have

$$
\omega^{r}=\cos \frac{\pi r}{n}+i \sin \frac{\pi r}{n}, \omega^{n r}=\cos \pi r+i \sin \pi r=(-1)^{r}, \omega^{(2 n-1) r}=\cos \frac{\pi r}{n}-i \sin \frac{\pi r}{n} .
$$

Thus, one can obtain

$$
\begin{aligned}
\Phi\left(A_{\alpha}\left(M_{n}\right) ; \lambda\right)= & \operatorname{det} B_{0}=\prod_{r=0}^{n-1}\left(\left(\lambda^{2}-5 \alpha \lambda+4 \alpha^{2}+4 \alpha-2\right)-(1-\alpha)^{2}\left(\cos \frac{\pi r}{n}+i \sin \frac{\pi r}{n}\right)-\right. \\
& \left.(\lambda-2 \alpha)(1-\alpha)(-1)^{r}-(1-\alpha)^{2}\left(\cos \frac{\pi r}{n}-i \sin \frac{\pi r}{n}\right)\right) \\
= & \prod_{r=0}^{n-1}\left(\left(\lambda^{2}-5 \alpha \lambda+4 \alpha^{2}+4 \alpha-2\right)-2(1-\alpha)^{2} \cos \frac{\pi r}{n}-(-1)^{r}(\lambda-2 \alpha)(1-\alpha)\right),
\end{aligned}
$$

as required.
Corollary 3.4 Let $M_{n}$ be the Möbius hexacyclic system graph with $n$ hexagons. Then the $A_{\alpha}$-eigenvalues of graph $M_{n}$ are

$$
\left\{\begin{array}{l}
\lambda_{1,2}^{r}=\frac{(4 \alpha+1) \pm \sqrt{(4 \alpha+1)^{2}-4\left(\alpha^{2}+6 \alpha-2\right)+8(1-\alpha)^{2} \cos \frac{\pi r}{n}}}{2}, \text { when } r=2 k, k=1,2, \ldots, n \\
\lambda_{3,4}^{r}=\frac{(6 \alpha-1) \pm \sqrt{(6 \alpha-1)^{2}-4\left(6 \alpha^{2}-2 \alpha-2\right)+8(1-\alpha)^{2} \cos \frac{\pi r}{n}}}{2}, \text { when } r=2 k-1, k=1,2, \ldots, n .
\end{array}\right.
$$

i.e.,

$$
\begin{cases}\lambda_{1,2}^{k}=\frac{(4 \alpha+1) \pm \sqrt{(4 \alpha+1)^{2}-4\left(\alpha^{2}+6 \alpha-2\right)+8(1-\alpha)^{2} \cos \frac{2 k \pi}{n}},}{2}, & k=1,2, \ldots, n \\ \lambda_{3,4}^{k}=\frac{(6 \alpha-1) \pm \sqrt{(6 \alpha-1)^{2}-4\left(6 \alpha^{2}-2 \alpha-2\right)+8(1-\alpha)^{2} \cos \frac{(2 k-1) \pi}{n}}}{2}, & k=1,2, \ldots, n\end{cases}
$$

Remark 3.5 It is noteworthy that $A_{\alpha}(G)$ is the convex combinations of $A(G)$ and $D(G)$, and it can underpin a unified theory of $A(G)$ and $Q(G)$. For the above conclusions, if $\alpha$ takes different values, one can get the $A$-spectrum, $L$-spectrum and $Q$-spectrum of graph $F_{n}$ (resp., $M_{n}$ ).

## 4. Applications

The energy of the graph comes from theoretical chemistry. In [17], the graph energy of a simple graph $G$ is defined by Gutman as the sum of the absolute values of the eigenvalues of the adjacency matrix $A(G)$, namely as $\mathbf{E}(\mathbf{G})=\sum_{j=1}^{n}\left|\mu_{j}\right|$, where $\mu_{1}, \mu_{2}, \ldots, \mu_{n}$ are the eigenvalues of $A(G)$. Somewhere around the year 2006, the number of papers on graph energy began to increase significantly. In view of the above, a natural step in this direction was to investigate some graph energy variants, i.e., apply eigenvalues of various other graph matrix, generally having the similar definitions as the original energy definition. For example, the Laplacian energy [18], the distance energy [19], the signless Laplacian energy [20], the Seidel energy [21] as well as the Hermitian energy [22], etc.

Similarly, we now define the $A_{\alpha}$-energy of $G$ as $\mathbb{E}_{\alpha}(G)=\sum_{i=1}^{n}\left|\lambda_{i}\right|$, that is, the sum of the absolute values of all eigenvalues of $A_{\alpha}(G)$. As an application, we study the $A_{\alpha}$-energy of $F_{n}$ and $M_{n}$, and obtain the upper bounds of the $A_{\alpha}$-energy of $F_{n}$ and $M_{n}$, respectively.

Theorem 4.1 Let $F_{n}$ be a hexagonal system with $n$ hexagons, and $\mathbb{E}_{\alpha}\left(F_{n}\right)$ be the $A_{\alpha}$-energy of $F_{n}$. Then

$$
\begin{aligned}
\mathbb{E}_{\alpha}\left(F_{n}\right) \leq & \frac{n}{2}\left(8 \alpha+1+\left(\sqrt{16(\alpha-1)^{2}+1}\right)+\left|(6 \alpha-1)+2 \sqrt{4(\alpha-1)^{2}+\left(\alpha^{2}-\alpha+1\right)}\right|+\right. \\
& \left.\left|6 \alpha-1-2 \sqrt{\alpha^{2}-\alpha+1}\right|\right)
\end{aligned}
$$

Proof According to the definition of $A_{\alpha}$-energy and Corollary 3.2, we have

$$
\begin{aligned}
\mathbb{E}_{\alpha}\left(F_{n}\right)= & \sum_{j=1}^{n}\left|\frac{(4 \alpha+1)+\sqrt{8\left(1+\cos \frac{2 \pi j}{n}\right)(\alpha-1)^{2}+1}}{2}\right|+ \\
& \sum_{j=1}^{n}\left|\frac{(4 \alpha+1)-\sqrt{8\left(1+\cos \frac{2 \pi j}{n}\right)(\alpha-1)^{2}+1}}{2}\right|+ \\
& \sum_{j=1}^{n}\left|\frac{(6 \alpha-1)+2 \sqrt{\left(2+2 \cos \frac{2 \pi j}{n}\right)(\alpha-1)^{2}+\left(\alpha^{2}-\alpha+1\right)}}{2}\right|+ \\
& \sum_{j=1}^{n}\left|\frac{(6 \alpha-1)-2 \sqrt{\left(2+2 \cos \frac{2 \pi j}{n}\right)(\alpha-1)^{2}+\left(\alpha^{2}-\alpha+1\right)}}{2}\right| \\
\leq & \sum_{j=1}^{n}\left(\frac{(4 \alpha+1)+\sqrt{8\left(1+\cos \frac{2 \pi j}{n}\right)(\alpha-1)^{2}+1}}{2}\right)+\sum_{j=1}^{n}\left(\frac{(4 \alpha+1)-1}{2}\right)+ \\
& \sum_{j=1}^{n}\left|\frac{(6 \alpha-1)+2 \sqrt{\left(2+2 \cos \frac{2 \pi j}{n}\right)(\alpha-1)^{2}+\left(\alpha^{2}-\alpha+1\right)}}{2}\right|+ \\
& \sum_{j=1}^{n}\left|\frac{(6 \alpha-1)-2 \sqrt{\alpha^{2}-\alpha+1}}{2}\right|
\end{aligned}
$$

$$
\begin{aligned}
\leq & \left.\frac{n}{2}(4 \alpha+1)+\frac{n}{2}\left(\sqrt{16(\alpha-1)^{2}+1}\right)+2 \alpha n+\frac{n}{2} \right\rvert\,(6 \alpha-1)+ \\
& \left.2 \sqrt{4(\alpha-1)^{2}+\left(\alpha^{2}-\alpha+1\right)}\left|+\frac{n}{2}\right| 6 \alpha-1-2 \sqrt{\alpha^{2}-\alpha+1} \right\rvert\, \\
= & \frac{n}{2}\left(8 \alpha+1+\left(\sqrt{16(\alpha-1)^{2}+1}\right)+\mid(6 \alpha-1)+\right. \\
& 2 \sqrt{4(\alpha-1)^{2}+\left(\alpha^{2}-\alpha+1\right)}\left|+\left|6 \alpha-1-2 \sqrt{\alpha^{2}-\alpha+1}\right|\right)
\end{aligned}
$$

Thus, the result follows.
Theorem 4.2 Let $M_{n}$ be the Möbius hexacyclic system graph with $n$ hexagons, and $\mathbb{E}_{\alpha}\left(M_{n}\right)$ be the $A_{\alpha}$-energy of $M_{n}$. Then

$$
\begin{aligned}
\mathbb{E}_{\alpha}\left(M_{n}\right) \leq & \frac{n}{2}\left(14 \alpha+1+\sqrt{(4 \alpha+1)^{2}-4\left(\alpha^{2}+6 \alpha-2\right)+8(1-\alpha)^{2}}+\right. \\
& \left.\left|(6 \alpha-1)+\sqrt{(6 \alpha-1)^{2}-4\left(6 \alpha^{2}-2 \alpha-2\right)+8(1-\alpha)^{2}}\right|\right) .
\end{aligned}
$$

Proof According to the definition of $A_{\alpha}$-energy and Corollary 3.4, we can obtain

$$
\begin{aligned}
\mathbb{E}_{\alpha}\left(M_{n}\right)= & \sum_{k=1}^{n}\left|\frac{(4 \alpha+1)+\sqrt{(4 \alpha+1)^{2}-4\left(\alpha^{2}+6 \alpha-2\right)+8(1-\alpha)^{2} \cos \frac{2 k \pi}{n}}}{2}\right|+ \\
& \sum_{k=1}^{n}\left|\frac{(4 \alpha+1)-\sqrt{(4 \alpha+1)^{2}-4\left(\alpha^{2}+6 \alpha-2\right)+8(1-\alpha)^{2} \cos \frac{2 k \pi}{n}}}{2}\right|+ \\
& \sum_{k=1}^{n}\left|\frac{(6 \alpha-1)+\sqrt{(6 \alpha-1)^{2}-4\left(6 \alpha^{2}-2 \alpha-2\right)+8(1-\alpha)^{2} \cos \frac{(2 k-1) \pi}{n}}}{2}\right|+ \\
& \sum_{k=1}^{n}\left|\frac{(6 \alpha-1)-\sqrt{(6 \alpha-1)^{2}-4\left(6 \alpha^{2}-2 \alpha-2\right)+8(1-\alpha)^{2} \cos \frac{(2 k-1) \pi}{n}}}{2}\right| \\
\leq & \frac{n}{2}\left|(4 \alpha+1)+\sqrt{(4 \alpha+1)^{2}-4\left(\alpha^{2}+6 \alpha-2\right)+8(1-\alpha)^{2}}\right|+\frac{n}{2}(4 \alpha+1)+ \\
& \frac{n}{2}\left|(6 \alpha-1)+\sqrt{(6 \alpha-1)^{2}-4\left(6 \alpha^{2}-2 \alpha-2\right)+8(1-\alpha)^{2}}\right|+\frac{n}{2}(6 \alpha-1) \\
= & \frac{n}{2}\left(14 \alpha+1+\sqrt{(4 \alpha+1)^{2}-4\left(\alpha^{2}+6 \alpha-2\right)+8(1-\alpha)^{2}}+\right. \\
& \left.\left|(6 \alpha-1)+\sqrt{(6 \alpha-1)^{2}-4\left(6 \alpha^{2}-2 \alpha-2\right)+8(1-\alpha)^{2}}\right|\right) .
\end{aligned}
$$

Hence, we complete the proof.
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